Environmental Law Institute and Vanderbilt University Law School

ENVIRONMENTAL LAW AND POLICY ANNUAL REVIEW


*Environmental Enforcement in Dire Straits: There Is No Protection for Nothing and No Data for Free*

With Responses by John C. Cruden, Eric V. Schaeffer, and LaJuana S. Wilcher

Jody Freeman and Andrew Guzman

*Climate Change and U.S. Interests*

With Responses by Laurie T. Johnson & Daniel A. Lashof, Kristen A. Sheeran, Ph.D., Richard D. Morgenstern, and Jeffrey Hopkins; and a Reply to Responses by Jody Freeman & Andrew Guzman

Wendy E. Wagner

*Administrative Law, Filter Failure, and Information Capture*

With a Response by Howard A. Learner

Heather Hughes

*Enabling Investment in Environmental Sustainability*
ENVIRONMENTAL LAW AND POLICY
ANNUAL REVIEW

2010-2011

BOARD OF EDITORS

Editor in Chief
Wells Johnson

Executive Editor
Kim Tuthill

Managing Editor
Sarah Payne-Jarboe

Articles Editors
Ping An  Johanna Barde
Zizhen Chen  Joanna Robinson  Winston Skinner

Development Editor
Carmela Renna

Administrative Editor
Pax Sinsangkeo

EDITORIAL STAFF

John Arceci  Daniel Quinlan  Blake Barnes  David Rutenberg  Steven Buechner  John Spragens
Nathaniel Greeson  Matthew Stidle  Clare Hatfield  Katherine Talbot

Faculty Supervisor
Michael P. Vandenbergh

Environmental Law Institute Advisor
Linda K. Breggin

ADVISORY BOARD

David Rejeski  Bettina Poirier  Phyllis Harris
Barry Breen  Raymond B. Ludwiszewski  LaJuana Wilcher  James Salzman
Wm. Robert Irvin  Eric V. Schaeffer
CONTENTS

Articles and Responses

Victor B. Flatt and Paul M. Collins Jr., Environmental Enforcement in Dire Straits: There Is No Protection for Nothing and No Data for Free ......................... 10679

John C. Cruden, Comment on Environmental Enforcement in Dire Straits: There Is No Protection for Nothing and No Data for Free ......................... 10686

Eric V. Schaeffer, Measuring Enforcement's Value: One Step at a Time ............... 10689

LaJuana S. Wilcher, Getting Through the Straits: It's Not How Much You Spend, It's Charting the Right Course That Counts! ......................... 10692

Jody Freeman and Andrew Guzman, Climate Change and U.S. Interests ............... 10695

Laurie T. Johnson and Daniel A. Lashof, Comment on Climate Change and U.S. Interests by Freeman and Guzman ................................................. 10712

Kristen A. Sheeran, Ph.D., A Response to Climate Change and U.S. Interests ........... 10717

Richard D. Morgenstern, Critiquing the Critique of the Climate Change Winner Argument ................................................................. 10720

Jeffrey Hopkins, Review of Freeman and Guzman's Climate Change and U.S. Interests ................................................................. 10724

Jody Freeman and Andrew Guzman, A Reply ................................................. 10726

Wendy E. Wagner, Administrative Law, Filter Failure, and Information Capture ........ 10732

Howard A. Learner, Comments on Administrative Law, Filter Failure, and Information Capture ................................................................. 10740

Heather Hughes, Enabling Investment in Environmental Sustainability ............... 10745

Recent Developments

In the Congress ................................................................. 10751

In the Courts ................................................................. 10755

In the Federal Agencies ................................................................. 10757

In the State Agencies ................................................................. 10760

Recent Journal Literature ................................................................. 10764

Topical Index ................................................................. 10766
About ELR®…

ELR®—The Environmental Law Reporter® is an essential online research tool edited by attorneys that provides the most-often cited analysis of environmental, sustainability, natural resources, energy, toxic tort, and land use law and policy. ELR has three components:

• **News & Analysis**, ELR’s highly respected monthly journal, provides insightful features relevant to both legal practice and policy on today’s most pressing environmental topics. **News & Analysis** is available in print as well as online.

• **ELR UPDATE** provides expert summaries three times a month of the most important federal and state judicial and administrative developments as well as federal legislative and international news. Subscribers can also receive **ELR Daily Update**, our daily summary of federal administrative news.

• **ELR Online**, ELR’s subscription-only website at www.elr.info, is a one-stop environmental law and policy research site with access to almost 40 years of ELR analysis, extensive links to statutes, regulations and treaties, a comprehensive subject matter index, and many other tools.

Submissions…

ELR invites readers to submit articles and comments, which are shorter features, for publication. Manuscripts may be on any subject of environmental, sustainability, natural resources, energy, toxic tort, or land use law or policy. Citations should conform to *A Uniform System of Citation* (the “Bluebook”) and should include ELR citations for materials that we have published.

Manuscripts should be submitted by e-mail attachment to schang@eli.org. We prefer that the file be in WordPerfect® or Microsoft Word® format.

Opinions are those of the authors and not necessarily those of the Environmental Law Institute or of funding organizations.
Dear Readers:

The Environmental Law and Policy Annual Review (ELPAR) is published by the Environmental Law Institute’s (ELI’s) Environmental Law Reporter (ELR) in partnership with Vanderbilt University Law School. ELPAR provides a forum for the presentation and discussion of the best law and policy-relevant ideas on the environment from the legal academic literature each year. The publication is designed to fill the same important niche as ELR by helping to bridge the gap between academic scholarship and environmental policymaking.

ELI and Vanderbilt formed ELPAR to accomplish three principal goals. The first is to provide a vehicle for the movement of ideas from the academy to the policymaking realm. Academicians in the environmental law and policy arena generate hundreds of articles each year, many of which are written in a dense, footnote-heavy style that is inaccessible to policymakers with strong time constraints. ELPAR selects the leading ideas from this large pool of articles and makes them digestible by reprinting them in a short, readable fashion accompanied by expert, balanced commentary. The second goal is to improve the quality of legal scholarship. Academicians have strong incentives to write theoretical work that ignores policy implications. ELPAR seeks to shift these incentives by recognizing scholars who write articles that not only advance legal theory but also reach policy-relevant conclusions. By doing so, ELPAR seeks to induce academicians to generate new policy-relevant ideas and to improve theoretical scholarship by inducing them to account for the hard choices and constraints faced by policymakers. To draw on an old joke in the academy, policymakers cannot simply assume a trap door when they need one, and theoretical scholarship will be far better if scholars cannot either. The third and most important goal is to provide a first-rate educational experience to law students interested in environmental law and policy.

To nominate articles to be included in ELPAR, the ELPAR Editorial Board and Staff conducted a key word search for “environment!” in an electronic database. The search was limited to articles published from August 1, 2009, until July 31, 2010, in the law reviews from the top 100 U.S. News and World Report-ranked law schools and the top 50 Washington & Lee-ranked environmental law journals. Student comments were excluded. The students then screened articles for consistency with the five ELPAR selection criteria, with the first two criteria receiving greatest weight: issue of environmental quality importance; policy-relevant solution; creative/novel approach; feasible/implementable; and readability/persuasiveness.

Through discussion and consultation, the students ultimately chose 20 articles for review by the ELPAR Advisory Board. The Advisory Board provided invaluable insights to the students on article selection. Vanderbilt University Law School Prof. Michael Vandenbergh, ELI Senior Attorney Linda Breggin, and ELR Editor-in-Chief Scott Schang also assisted the students in the final selection process. Responses on the selected papers then were solicited from practicing experts in both the private and public sectors.

On March 30, 2011, at Vanderbilt University Law School, and on April 15, 2011, on Capitol Hill, ELI and Vanderbilt cosponsored conferences at which some of the authors of the articles and responses presented their ideas to an audience of business, government (federal, state, and local), think tank, media, and nonprofit representatives. The conferences were structured in a manner that encouraged dialogue among presenters and attendees. Audio recordings of these events are posted on the ELI and Vanderbilt University Law School ELPAR websites.

The students worked with the authors to shorten the original articles and to highlight the policy issues presented, as well as to edit the responses. Those articles and responses are presented as ELPAR, which is also the August issue of ELR.
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While much of the world debates what our environmental laws should be, the less esoteric question of whether the environmental laws we already have are being properly enforced continues to be insufficiently examined. As we approach the fortieth anniversary of modern environmental law, the answer to this “$64 billion question” still is not clear.

Numerous commentators have noted that the difference between environmental laws that actually protect the environment and those that do not is highly dependent on whether, and in what way, these laws are enforced. Testing whether we are correctly and/or adequately enforcing our environmental laws, however, has proven remarkably difficult as measures of environmental quality have changed over time and differ between locations. This makes the actual connection between enforcement actions and environmental improvements very difficult to ascertain.

Throughout much of the history of environmental law, the assumption has been that vigorous enforcement deters noncompliance with laws, and thus, brings about the desired outcomes. This assumption is reflected in the very structure of the cooperative federalism model for the administration of environmental laws, as well as the theories underlying citizen suit provisions. However, merely examining the number of such state and private actions taken against noncomplying parties may not tell us much about the overall effectiveness of an environmental program.

Additionally, recent “second generation” regulatory proponents have suggested that direct enforcement may not achieve effective compliance (and thus, environmental improvements), and that so-called cooperative mechanisms may work better. As noted by Professors Clifford Rechtschaffen and David Markell, “many states have actively championed this strategy,” pushing towards market mechanisms for pollution control, and proposing to change environmental enforcement from primarily deterrence-based enforcement to a cooperative regime. Some of

This Article is excerpted from the Notre Dame Law Journal, 85 Notre Dame L. Rev. 55 (2009), and is reprinted with permission.


4. Glicksman & Earnhart, supra note 2, at 320.


the cooperative-based enforcement literature propounds the theory that in addition to better results, cooperative-based enforcement may cost less, and thus, be a more cost-efficient form of effective environmental enforcement.10

Theories regarding different environmental policies and enforcement strategies are important to making environmental protection efficient and responsive to societal needs, but what is really needed is an empirical examination of which kinds of environmental enforcement strategies work successfully.

This Article seeks to gather data and conduct statistical analyses that can take the discussion even further. By using data painstakingly culled from the states and combining that data with newly available EPA enforcement data, we put forward some important new conclusions regarding the resource allocation necessary for effective environmental enforcement strategies.11 Just as importantly, we use the knowledge gained from the process, and results of data collection to propose ways that data can be improved to make future analyses of environmental enforcement and progress both easier and more useful.

I. Prior Empirical Analyses

From 2005 through 2008, a research group at the University of Kansas surveyed opinions of major National Pollutant Discharge Elimination System12 (NPDES) permit holders to determine which types of enforcement mechanisms were believed to be most effective, and also sought to see what happened to source compliance following various enforcement actions.13 Their findings have been an important source of new information, particularly about the effectiveness of state enforcement versus federal enforcement.

Although most of the data examining the effectiveness of either deterrence- or compliance-based enforcement are industry specific, a 1996 through 1998 statistical analysis by one of the authors of this Article looked at state enforcement of the Clean Water Act (CWA) in two states and examined enforcement across all industrial groups for that program.14 The study found that although enforcement actions may have been occurring at the same rate, the individual nature of each state’s enforcement actions meant that actual compliance achievement was not uniform even for similarly situated sources.15 This finding challenged the assumption that “enforcement” automatically leads to compliance and focuses us more on the type or kind of enforcement that is occurring.

Despite prior empirical analyses, we still have no real idea how we determine to what extent resource allocation is necessary for effective enforcement, or whether cooperative- or deterrence-based enforcement is more effective. We know that states are required to meet the same federal standards and implement the same federal statutes.16 The states are also increasingly responsible for primary enforcement of the environmental laws, which means that their ability to effectively enforce the standards and the laws determines whether our environment is protected.17 As a result, examining the effectiveness of various state programs might be a good way to determine optimal enforcement strategy.

The following are the interrelated stories of the construction of possible statistical methods for testing our findings, and the attempt to gather data to provide the raw inputs for such analyses.

II. Research Background, Methodology, and Data Collection

A. Outcome Measurement Issues

The underlying issue in trying to conduct the statistical analysis of the effectiveness of any variable, such as different environmental enforcement strategies, is determining an outcome measurement. In the environmental arena this is particularly problematic because, in general, there is no direct measurement of environmental quality.18 Therefore, there must be some effective substitute for environmental markers that replicates or comes close to replicating the actual state of the environment.

One can try to test whether enforcement actually alters the way that pollution sources comply with the law19 by measuring the average length of time violators are out of compliance and comparing it to the actual harm that the environment is undergoing.20 This is an appropriate measure because, even when the enforcement strategy changes, the sources themselves must still self report technical compliance with the standards on a monthly basis. Its use is limited though, as it fails to capture those sources that are outside the regulatory net altogether and so it cannot test whether we are regulating the correct things or not.21 Nor does it determine whether the permit terms themselves are consistent with the legal requirements of the federal regulations, which is another concern with administrative discretion.22 It simply tells us the effects of various regulatory strategies on the legal compliance issues.

Nevertheless, as the structure of the environmental laws suggests that compliance effectuates the goal of a clean environment, we propose the use of noncompliance with

10. Steinzost, supra note 8, at 233.
11. See 85 Notre Dame L. Rev. 55, 84-86; see also sources cited infra note 30.
15. Id. at 26–27.
17. See Flatt, supra note 7, at 20.
18. See Adler, supra note 3, at 49.
20. Id. Courts have affirmed the assumption that violating congressionally mandated standards can be reasonably assumed to harm the environment. See, e.g., Friends of the Earth, Inc. v. Laidlaw Envtl. Servs., 528 U.S. 167, 184–85 (2000).
22. Glicksman and Earnhart attempt to measure this. See Glicksman & Earnhart, supra note 2, at 504–09.
permits history, which are self reported, as the output variable to test the effects of various enforcement strategies. In addition, we also examine the amount of fines levied against facilities for environmental violations as a second means to gauge compliance. While this second measure is somewhat crude, it is nonetheless useful because monetary fines can potentially act as a deterrent to polluting activities and thus encourage facilities’ compliance with environmental laws. This proxy for enforcement thus assumes that facilities fined for environmental violations are more likely to come into compliance with environmental regulations as a result of this enforcement strategy.

B. Data

Below, we discuss for comparison the issues regarding federal data from the EPA concerning pollution sources and individual state data concerning environmental funding and enforcement policies.

1. Federal Data From the EPA Concerning Pollution Sources

In response to continuing difficulties in tracking enforcement, the EPA introduced its Integrated Data for Enforcement Analysis (IDEA) in the early 1990s. Nevertheless, the introduction of IDEA has still not generally enabled outside examinations of enforcement effectiveness. The current online version allows one to search for permitted sources using several factors such as location, compliance, and history; however, this is not in a format that allows for the downloading of data to conduct comparisons across state variables.

Compliance data is presented to the public through the system known as Enforcement and Compliance System Online (ECHO); however, data available on ECHO do not contain a description of the permitted source that would allow a researcher to control for source differences in making comparisons of compliance of sources between states. Additionally, through a blocking program, the EPA prevents data from being downloaded from the ECHO site by a computer system, thus requiring manual entry of data.

We learned that it was possible for the public to directly access the IDEA data, but to do so, one would need to obtain an EPA mainframe user ID and account and obtain remote access via a web browser. The description of the data fields in IDEA seemed to indicate that if we could obtain the compliance data for three major federal environmental laws—the Clean Air Act (CAA), the CWA, and the Resource Conservation Act (RCRA)—we could meet our research needs. With respect to the air data, the number of quarters that a source is noncompliant—one of our proposed dependent variables—is listed for the two years preceding the date of a facility’s inspection.

There were also data fields that would help us to control for differences between sources. With respect to the use of number of quarters a source is in noncompliance status, there are variables that describe the kind of noncompliance more specifically. This indicated that we could separate reporting violations from permit violations. There are also fields that assist in testing the dependent variables that we have at issue, and those that show the amount of penalty, the action taken, and the date of a completed compliance action.

Our empirical analyses focus only on the following dependent variables: (1) the penalties assessed against facilities for violations of CWA regulatory requirements; (2) the penalties assessed against facilities for violations of CAA regulatory requirements; and (3) the number of quarters (in the two years preceding the inspection date) that facilities were in violation of compliance with CAA regulatory requirements. In other words, due to a lack of data availability, we exclude compliance with RCRA requirements from our empirical analyses.

2. Data From States for Comparison Purposes

Because we are examining attitudes about environmental enforcement, at least loosely correlated with political orientation and possibly with regional differences, we felt
that it was important to select states with different political orientations. The states selected were Alaska, Arizona, California, Colorado, Connecticut, Florida, Georgia, Indiana, Kansas, Maryland, New Jersey, New Mexico, New York, North Carolina, Ohio, Oregon, Tennessee, and Texas. Though we originally hoped to obtain data for ten years, we focused on the overlapping time in the states searched.

The states’ budget numbers did not exactly match up with one another. For example, states might report budgets based on authorizations or expenditures, and the budgets might be subdivided by medium (air, water) or by expense category (personnel, fines, etc.).\(^{35}\) It seemed that the best option we had for comparing budget numbers was to start with the largest common categories that were informative. We decided that this would be total environmental expenditures, assuming that most states categorized “environmental” similarly.

3. State Per Capita Environmental Spending

A cursory examination of the state budget data seemed to indicate wide swings in per capita environmental spending,\(^ {36}\) so the authors revisited each state’s budget data to see how the budget was broken down. In several cases, we discovered that the state budget numbers were not comparable due to common differences in whether broad health, agriculture, or recreation programs were included in the state’s “environmental” or “natural resource” category. We made adjustments to the figures of some of the states per capita environmental studies as appropriate.

Ultimately, though we contacted sources in Georgia multiple times, we received no return calls or information; therefore, Georgia was dropped from consideration. With this data in hand, our measure of State per Capita Environmental Spending represents each of the seventeen states’ per capita environmental spending, calculated by year. This variable allows us to examine the relationship between state environmental spending and compliance with CAA and CWA regulatory requirements.

4. State Ideology

As noted above, we were also interested in whether the choice between cooperative versus deterrence-based enforcement strategies has a significant effect on source compliance. After conducting research on such state policies, we could find no uniform legislative or regulatory marker indicating whether cooperative versus deterrence-based enforcement strategies was dominant in a particular state.

We did find, however, a State Elite Ideology proxy capable of capturing the nuances between the political ideologies of the American states, provided by William Berry and his coauthors.\(^ {36}\) Their measure, calculated yearly for each state, is based on three points of information: interest group ratings of a state’s members of Congress, the power division among Republicans and Democrats in a state’s legislative chambers, and the ideology of a state’s governor.\(^ {37}\)

These scores have been shown to have substantial face validity and are able to capture the differences between the underlying ideologies of the major political parties that vary between states.\(^ {38}\) Given the power offered by the Berry et al. scores, we utilized them to operationalize our measure of State Elite Ideology.

### III. Empirical Results

#### Table 1: OLS Regression Estimates of the Penalty Assessed Against a Facility in Violation of Clean Water Act, 2000–2003

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>State per Capita Environmental Spending</td>
<td>17.94***</td>
</tr>
<tr>
<td>State Elite Ideology</td>
<td>-14.32***</td>
</tr>
<tr>
<td>Constant</td>
<td>-443.06</td>
</tr>
<tr>
<td>N</td>
<td>101,498</td>
</tr>
</tbody>
</table>

Entries are ordinary least squares regression coefficients. Numbers in parentheses indicate robust standard errors, clustered on facility. *** p < .05 (two-tailed tests).

Model includes 94 dummy variables controlling for the Enforcement Action Code of the facility, 31 dummy variables controlling for the Inspection Type Code of the facility, and 97 dummy variables controlling for the Standard Industrial Code clusters of the facility (results not shown).

Sample includes the following states: Alaska, Arizona, California, Colorado, Connecticut, Florida, Indiana, Kansas, Maryland, North Carolina, New Jersey, New Mexico, New York, Ohio, Oregon, Tennessee, and Texas.


\(^{37}\) Berry et al., supra note 36, at 330-31.

\(^{38}\) Id. at 341–43.
Table 1 reports the results of the model that captures the penalty assessed against a facility in violation of compliance with CWA regulatory requirements. As our dependent variable, the monetary penalty levied against a facility is a continuous variable, and we utilize ordinary least squares regression (OLS) to model the influence of State per Capita Environmental Spending and State Elite Ideology on the penalty assessed against a facility.\(^4\) This table reveals that the more a state spends per capita on its environmental budget, the higher the fines levied against polluters for violations associated with the CWA. In substantive terms, for each $1 per capita increase in state environmental spending, the fine levied against a facility increases by about $18, holding all else constant. The results of our proxy for State Elite Ideology indicates that as a state’s political elite become more liberal, the fines levied against polluters for violations of CWA regulatory requirements decrease. All else equal, a one-unit increase in the liberalism of the state’s political elite corresponds to a $14 decrease in the monetary penalty levied against a polluter.

Table 2 presents the results of the model that captures influences on the penalty assessed against a facility for violations of compliance with CAA regulatory requirements.\(^4\) The results of the CAA model indicate, unlike the results of the CWA model, that neither State per Capita Environmental Spending nor State Elite Ideology influences the monetary penalty assessed against a facility. This is evidenced by the fact that the coefficients associated with these variables fail to obtain statistical significance at conventional levels.

\(^39\) The mean of the dependent variable in Table 1 is 903.8 (standard deviation = 15,159.87; range = 0 to 792,000). The data used in Table 1 include facilities that were assessed monetary penalties for violations of CWA regulatory requirements, as well as those facilities that were not assessed monetary penalties. The data contain 25,282 unique observations of facilities, meaning that, on average, facilities appear in the data 3.93 times. To account for this non-independence of observations, we estimate the regression model employing robust standard errors, clustered on facility. See generally M. Anellano, Computing Robust Standard Errors for Within-Groups Estimators, 49 OXFORD BULL. ECON. & STAT. 431, 433 (1987) (explaining a formula for calculating robust standard errors).

\(^40\) The mean of the dependent variable in Table 2 is 2250.3 (standard deviation = 60,139.4; range = 0 to 8,000,000). The data used in Table 2 include facilities that were assessed monetary penalties for violations of CAA regulatory requirements, as well as those facilities that were not assessed monetary penalties. The data contain 15,407 unique observations of facilities, meaning that, on average, facilities appear in the data 6.59 times. To control for the non-independence of observations, we estimate the regression model utilizing robust standard errors, clustered on facility.

\(^41\)\(^4\) = 2.59 (standard deviation = 10,435.90; range = 0 to 8). The data used in Table 3 include facilities that were in violation of CAA regulatory requirements, as well as those facilities that were not in violation of CAA regulatory requirements. The data contain 25,282 unique observations of facilities, meaning that, on average, facilities appear in the data 3.93 times. To account for this non-independence of observations, we estimate the negative binomial regression model employing robust standard errors, clustered on facility.

\(^43\) Table 3 also reports the percentage change in the number of quarters a facility is in violation of CAA regulatory requirements corresponding to a one-unit change in each independent variable. This Table reveals that for each $1 per capita increase in state environmental spending, the number of quarters a facility is in violation of the CAA decreases by 0.63%, ceteris paribus. For example, compared with a state that spends $28 per capita on its environmental budget, the number of quarters that a facility was in violation of CWA regulatory requirements decreases by about 0.63%, holding all else constant.

\(^4\) The mean of the dependent variable in Table 3 is 1.55 (standard deviation = 2.01; range = 0 to 8). The data used in Table 3 include facilities that were not assessed monetary penalties for violations of CAA regulatory requirements. The data contain 25,282 unique observations of facilities, meaning that, on average, facilities appear in the data 3.93 times. To account for this non-independence of observations, we estimate the negative binomial regression model employing robust standard errors, clustered on facility.

\(^4\) The negative binomial regression model (NBRM) is preferable to the OLS regression model given the makeup of our dependent variable. The NBRM is distinct from the most obvious alternative, the Poisson model, in that the NBRM does not make the assumption that the variance is equal to the conditional mean of the dependent variable. Rather, the NBRM estimates a parameter, \(\alpha\), that accounts for the unobserved heterogeneity among observations in the data. In order to test for the appropriateness of the NBRM as compared with the Poisson model, we estimated a log likelihood test for over-dispersion in the data, which indicates that the NBRM is the more appropriate modeling strategy. For a general discussion of the NBRM, see, for example, A. Colin Cameron & Pravin K. Trivedi, Regression Analysis of Count Data 70–77 (1998) (discussing generally the use of the NBRM) and J. Scott Long & Jeremy Freese, Regression Models for Categorical and Limited Dependent Variables Using Stata 372–75 (2d ed. 2005) (explaining the advantages of NBRM compared to the Poisson regression model).

\[^{1}\] The data used in Table 1 include facilities that were assessed monetary penalties for violations of CWA regulatory requirements, as well as those facilities that were not assessed monetary penalties. The data contain 25,282 unique observations of facilities, meaning that, on average, facilities appear in the data 3.93 times. To account for this non-independence of observations, we estimate the regression model employing robust standard errors, clustered on facility. See generally M. Anellano, Computing Robust Standard Errors for Within-Groups Estimators, 49 OXFORD BULL. ECON. & STAT. 431, 433 (1987) (explaining a formula for calculating robust standard errors).

\[^{2}\] The mean of the dependent variable in Table 2 is 2250.3 (standard deviation = 60,139.4; range = 0 to 8,000,000). The data used in Table 2 include facilities that were assessed monetary penalties for violations of CAA regulatory requirements, as well as those facilities that were not assessed monetary penalties. The data contain 15,407 unique observations of facilities, meaning that, on average, facilities appear in the data 6.59 times. To control for the non-independence of observations, we estimate the regression model utilizing robust standard errors, clustered on facility.

\[^{3}\] The mean of the dependent variable in Table 3 is 1.55 (standard deviation = 2.01; range = 0 to 8). The data used in Table 3 include facilities that were not assessed monetary penalties for violations of CAA regulatory requirements. The data contain 25,282 unique observations of facilities, meaning that, on average, facilities appear in the data 3.93 times. To account for this non-independence of observations, we estimate the negative binomial regression model employing robust standard errors, clustered on facility.

\[^{4}\] The negative binomial regression model (NBRM) is preferable to the OLS regression model given the makeup of our dependent variable. The NBRM is distinct from the most obvious alternative, the Poisson model, in that the NBRM does not make the assumption that the variance is equal to the conditional mean of the dependent variable. Rather, the NBRM estimates a parameter, \(\alpha\), that accounts for the unobserved heterogeneity among observations in the data. In order to test for the appropriateness of the NBRM as compared with the Poisson model, we estimated a log likelihood test for over-dispersion in the data, which indicates that the NBRM is the more appropriate modeling strategy. For a general discussion of the NBRM, see, for example, A. Colin Cameron & Pravin K. Trivedi, Regression Analysis of Count Data 70–77 (1998) (discussing generally the use of the NBRM) and J. Scott Long & Jeremy Freese, Regression Models for Categorical and Limited Dependent Variables Using Stata 372–75 (2d ed. 2005) (explaining the advantages of NBRM compared to the Poisson regression model).

---

### Table 2: OLS Regression Estimates of the Penalty Assessed Against a Facility in Violation of Clean Air Act, 2000–2003

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>State per Capita Environmental Spending</td>
<td>−2.59</td>
</tr>
<tr>
<td>State Elite Ideology</td>
<td>−2.83</td>
</tr>
<tr>
<td>Constant</td>
<td>8855.30</td>
</tr>
<tr>
<td>R(^2)</td>
<td>0.007</td>
</tr>
<tr>
<td>N</td>
<td>99,428</td>
</tr>
</tbody>
</table>

Entries are ordinary least squares regression coefficients. Numbers in parentheses indicate robust standard errors, clustered on facility.

Model includes 12 dummy variables controlling for the Air Program Code of the facility, 15 dummy variables controlling for the National Action Type Code of the facility, and 113 dummy variables controlling for the Standard Industrial Code clusters of the facility (results not shown).

Sample includes the following states: Alaska, Arizona, California, Colorado, Connecticut, Florida, Indiana, Kansas, Maryland, North Carolina, New Jersey, New Mexico, New York, Ohio, Oregon, Tennessee, and Texas.

Table 3 reports the results of the model that captures the number of quarters that a facility was in violation of the CAA regulatory requirements. As this dependent variable is a non-negative count, we utilized a negative binomial regression model. Table 3 also reports the percentage change in the number of quarters a facility is in violation of CAA regulatory requirements corresponding to a one-unit change in each independent variable. This Table reveals that for each $1 per capita increase in state environmental spending, the number of quarters a facility is in violation of the CAA decreases by 0.63%, ceteris paribus. For example, compared with a state that spends $28 per capita on its environmental budget, the number of quarters that a facility was in violation of the CAA regulatory requirements decreases by about 0.63%, holding all else constant.
on the environment, in a state that spends $68 per capita, the number of quarters a facility is in violation of the CAA decreases by 0.2 quarters.

Table 3 also indicates that for each one-unit increase in state elite liberalism, the number of quarters a facility is in violation of the CAA increases by 0.2%, all things being equal.

**Table 3: Negative Binomial Regression Estimates of the Number of Quarters a Facility Is in Violation of Clean Air Act, 2000–2003**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>( \Delta % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>State per Capita Environmental Spending</td>
<td>-0.006***</td>
<td>-0.6***</td>
</tr>
<tr>
<td></td>
<td>(.003)</td>
<td></td>
</tr>
<tr>
<td>State Elite Ideology</td>
<td>-0.002***</td>
<td>+0.2***</td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>.513</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.225)</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>3.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.290)***</td>
<td></td>
</tr>
<tr>
<td>Wald ( \chi^2 )</td>
<td>34.651.06***</td>
<td></td>
</tr>
<tr>
<td>( N )</td>
<td>99,428</td>
<td></td>
</tr>
</tbody>
</table>

Entries in parentheses indicate robust standard errors, clustered on facility. *** \( p < .05 \) (two-tailed tests).

Indicates percentage change in the number of quarters a facility is in violation of compliance with Clean Air Act Regulatory Requirements corresponding to a one-unit change in the independent variable.

Model includes 12 dummy variables controlling for the Air Program Code of the facility, 15 dummy variables controlling for the National Action Type Code of the facility, and 113 dummy variables controlling for the Standard Industrial Code clusters of the facility (results not shown).

Sample includes the following states: Alaska, Arizona, California, Colorado, Connecticut, Florida, Indiana, Kansas, Maryland, North Carolina, New Jersey, New Mexico, New York, Ohio, Oregon, Tennessee, and Texas.

**IV. Summary of Empirical Results**

Our most important finding is that with regard to the CAA, the more a state spends per capita on its environmental budget, the shorter time a permitted source is in violation of the Act. This finding supports the conclusion that funding of environmental programs plays a very important role in how successful an agency is in avoiding, catching, and/or ending violations.

To the extent that support for cooperative-based enforcement has been premised on accomplishing compliance at a cost savings, we show that "cost savings" in environmental programs are very strongly associated with less compliance, and thus, should be removed as a supporting reason for using more cooperative types of enforcement. While this finding does not reject the idea that cooperative enforcement may assist compliance in some circumstances, or that it can be productively paired with deterrence-based enforcement in certain circumstances, it does indicate that any effective cooperative enforcement that has been used would not have resulted in significant cost savings.

We have also shown that increased state environmental spending translates into better compliance, thus potentially improving the quality of the environment. Unfortunately, with regard to the CWA data, we were not able to show the same correlation because the EPA incorrectly entered the data for the important variable that measures how many quarters a source is noncompliant. We also do not know how splitting environmental budgets into different categories in each state might help in more efficient enforcement. Nevertheless, this result is important.

We also found that for administration of the CWA, the more a state spends per capita on its environmental budget, the higher the fines levied against polluters. Though we cannot make any definitive conclusion about how this relates to noncompliance times, if the CAA results were replicated in the CWA context, it might indicate that higher fines spur compliance, or that higher per-capita spending states support higher fines.

Our results indicate that facilities are assessed larger fines for violations of the CWA and remain out of compliance with the CAA for shorter periods of time in states governed by conservative political elites. To the extent our other results suggest that cooperative-based enforcement is not particularly effective, this result might seem surprising, particularly if we believe that conservative political ideologies are more likely to be associated with cooperative-based enforcement.

Because we do not know how ideology actually relates to cooperative- versus deterrence-based enforcement, we can draw no real conclusions. However, the CWA finding could suggest that conservative ideologies allow polluters to reach worse violations, which in turn support higher fines. Conversely, the CAA finding may suggest that conservative state ideologies foster better compliance, perhaps through the use of more cooperative methods. It is possible that adding the carrot of cooperative schemes for enforcement in certain circumstances to the stick of deterrence-based enforcement may improve results overall.

**V. Implications for Enforcement Policy**

*Resources do matter.* For purposes of enforcement policy, this is the most important finding in our research. The strong relationship between per capita spending on state environmental programs and shorter noncompliance times in the CAA across many states of different sizes, environmental challenges, and political governance, demonstrates this. That "resources do matter" means that states cannot adequately do their jobs in enforcing environmental laws without necessary resources.

Our study shows that a lack of spending creates noncompliance rates outside what the American public would
assume or expect for enforcement of environmental programs. Presumably, this implication applies to federal environmental enforcement as well. Coupled with the results demonstrating that more resources lead to higher fines, the study also suggests that deterrence-based enforcement is important in actually creating effective compliance.

The efficacy of cooperative-based enforcement, either alone or in combination with deterrence-based enforcement, is harder to evaluate. We can see that at least during the time of our study, no cooperative-based enforcement was able to successfully produce effective environmental compliance at a significantly lower cost.

The substantive effect of elite ideology is not as strong as the effect of per capita state spending on the environment, but it is provocative. As noted above, it might suggest that some combination of cooperative- and deterrent-based enforcement is the optimal formula. We do know that one cannot get compliance on the cheap and that whether one uses cooperative- or deterrence-based enforcement, one still must spend money to protect the environment.

Data is important to understanding the effectiveness of environmental policies. The other important implication from our four-year study is related to the acquisition and reporting of the data. Though we believe that this study goes further than some previous studies, it does not answer more subtle questions directly. These questions can only be answered by an improvement in the availability of relevant data. For instance, to test the efficacy of cooperative-based enforcement more thoroughly, we would need to procure data from each state about how money in environmental enforcement is spent in each arena.

Of course, it is likely that data problems are themselves related to money spent on environmental programs. According to research done on EPA enforcement by Professor Joel Mintz, budget shortfalls are directly linked to poor data keeping and record collection. According to Professor Mintz, “[W]hen faced with tight budgets, enforcement managers tend to cut record keeping first rather than contract the size and principal responsibilities of their staffs of inspectors, engineers, attorneys, etc.”

The time has come for the EPA to tackle this head on. To really understand which state programs promote better compliance, the EPA needs to receive enforcement data and information about resources in a uniform manner. This could be accomplished without impinging on federalism. States can create and operate their budgets in any manner they see fit, but they should be required to report data on delegated programs in a uniform manner. One option could be to require states to organize their data to show how much money was spent on environmental programs, how much went to enforcement, and of that, how much went to different kinds of enforcement. States already have this information, and changing to uniform reporting should not be too difficult.

Although the EPA has moved in the direction of providing more data to the public, the current publicly available database, ECHO, is difficult to use. Moreover, longstanding flaws in the data suggest that there is no effective mechanism to ensure correct reporting and entry of data. Without these corrections, it will continue to be difficult to understand enforcement.

VI. Conclusion

Although our modern environmental programs have been in existence for decades, we have not learned all we need to know about which ways of enforcing these programs work and which do not. In our study, we were not able to put to rest the question of which is “better”—cooperative- or deterrence-based enforcement. In fact, sweeping generalizations may never be possible because most every state conducts its programs in a unique way.

However, we were able to empirically demonstrate that higher per capita spending by states on environmental enforcement programs is strongly associated with better program compliance, and thus, presumably better environmental results. This important finding should spur reexamination of theories about how cheaper enforcement can still provide adequate environmental protection. The study also creates interesting questions regarding state ideology and program effectiveness that will have to wait for more comprehensive data in order to more fully untangle these relationships.

Just as importantly, our study demonstrates the incredible difficulty in answering such questions, primarily because of the lack of data in usable form or the failure to effectively monitor and give attention to the data support systems. Given these ongoing problems in understanding how well environmental programs work, it is difficult to avoid reaching the conclusion that the lack of adequate and uniform data is a partial function of the contentious nature of American politics in which public officials, corporations, and interest groups may profit from this state of affairs. This Article should be a call to action in finally making the EPA compel uniform data reporting or, in the alternative, explain why it should not.

45. See E-mail from Joel Mintz, Professor of Law, Nova Southeastern University, to Victor B. Flatt, A.L. O’Quinn Chair in Environmental Law, University of Houston Law Center (Dec. 26, 2008, 2:11 EST) (on file with author).

46. Id.

47. See, e.g., 85 Notre Dame L. Rev. 55, 72 n.96 (2009) (describing Clean Water Data, supra note 30, and discussing NPDES Data Codebook’s incorrect display of numbers for quarters of noncompliance with CWA regulations).
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Comment on Environmental Enforcement in Dire Straits: There Is No Protection for Nothing and No Data for Free

by John C. Cruden

John C. Cruden is former Deputy Assistant Attorney General, Environment and Natural Resources Division, U.S. Department of Justice.

W hile I take issue with the title, suggesting that environmental enforcement is in “dire straits,” the body of Professors Flatt and Collins’ article does not actually evaluate enforcement, but rather enters the oft-discussed world of attempting to find metrics for measuring the effectiveness of state environmental enforcement actions. Using selected Clean Water Act (CWA) and Clean Air Act (CAA) enforcement data, the authors’ four-year survey compares certain enforcement indicators with two parameters: state per capita environmental spending and the type of state government. While the survey methodology could be challenged, their statistical analysis raises some interesting points and several of their conclusions are consistent with my own observations. Most notably, my experience meshes with their thesis that they can “empirically demonstrate that high per capita spending by states on environmental enforcement programs (at least with respect to the CAA) is strongly associated with better program compliance, and thus, presumably better environmental results.” Although the authors also intended to examine the effectiveness of cooperative-based versus deterrent-based enforcement, their conclusions are more limited but still valuable. Where, however, the article went astray, is the authors’ attempt to somehow categorize and apply state ideology as a metric.

I. Setting the Stage: the Survey

As someone who has supervised federal civil enforcement for two decades, I welcome academic studies evaluating environmental enforcement, as that allows us to channel resources where they will be the most beneficial. Enforcement professionals tend to focus on the crisis in front of them and the need to act promptly to protect human health and the environment. Here, the authors have jumped into the vexing question of identifying appropriate measures to evaluate the effectiveness of environmental enforcement.

Measuring enforcement has been the subject of a great deal of academic debate. And, as the literature on this subject, including this article, has consistently observed, obtaining valid and relevant statistical evidence is a challenge complicated by the “cooperative federalism” underlying modern environmental law. This means that data can derive from a multitude of federal, state, and local sources. In fact, although the article is silent on this issue, it is quite well known that state and local governments undertake the most enforcement actions by quantity.

While the number of actions is a common metric, it often does not adequately address the environmental importance of the action. Several routine environmental enforcement actions, for instance, may not be nearly as important as a single large, multi-facility, or multi-state case.

Facing this historic quandary, the opening part of the article discusses enforcement strategies. While interesting, others have delved into this important area, and there is little in the way of new information. Further, several salient points that influence enforcement strategies are not addressed, including the vagaries of environmental statutes, with their varying penalty amounts (or lack thereof), timing concerns, or preconditions to suit. Of more value in the article is a summary of prior empirical analyses of environmental enforcement, and their suggestions as to areas where future statistical analysis would be valuable.

Much of the article describes the authors’ research methodology and data collection, how and why they obtained the data they used for their survey, and the states they selected. In particular, they discuss what led them to use selected CWA and CAA enforcement data as indicators. The details on how they measured state per capita environ-
mental spending for 17 states were quite interesting and, I believe, the first-time use of such data as a metric.

Less objective and more problematic is the authors’ choice to use what they termed “State Ideology,” attempting to determine whether “the choice between cooperative versus deterrence-based enforcement strategies has a significant effect on source compliance.” Citing only to a 10-year-old article, they theorized that “cooperative-based enforcement has been associated with a conservative political viewpoint,” and they used that thesis to characterize each state. Then, the authors made an inductive leap of some magnitude, using State Elite Ideology tables as a proxy for whether state management was liberal or conservative. In fact, these tables bear little relation to the actions by actors in environmental enforcement in a particular state. While these factors may be relevant to environmental policy or legislation, state attorneys general and local enforcement officers typically handle enforcement.

The results of their study are in three tables for the years 2000-2003, highlighting: (1) penalties assessed for CWA violations; (2) penalties assessed for CAA violations; and (3) estimates of the quarters a facility was in violation of the CAA. In each table, the enforcement results are compared to State per Capita Environmental Spending and the State Elite Ideology score.

From all of this, the authors state that their findings “are both expected and surprising.” First, that for the CAA, “the more a state spends per capita on its environmental budget, the shorter time a permitted source is in violation of the Act.” Second, that for the CWA, “the more a state spends per capita on its environmental budget, the higher the fines levied against polluters.” As significant fines provide an important deterrence (or recapture any economic benefit from wrongdoing), that is a valuable conclusion.

II. Evaluating the Study

That higher amounts of spending by a state would result in increased enforcement, with additional penalties in some instances, validates what seasoned enforcers would predict. Similarly, in the CAA study, the strong correlation between increased spending and reduced periods of noncompliance would not surprise seasoned enforcers. Vigorous enforcement programs not only ferret out non-compliers, but also provide stimulus to similarly situated companies.

Penalties and reduced periods of noncompliance, however, are only part of the enforcement picture. Federal and state enforcing agencies are normally seeking some form of behavior change, injunctive relief to repair or mitigate environmental harm, penalties, and/or supplemental environmental projects. If done correctly, the non-penalty aspects of the relief will restore the injured resource, add pollution abatement equipment, clean up spills, or achieve other action necessary to achieve compliance with the law in the future and make the environment whole for past misconduct. Penalties, on the other hand, punish the wrongdoer, deter future conduct, and secure a level economic playing field (recovering any economic benefit gained by the wrongful act). Measuring the effectiveness of these various forms of remedies has always been daunting.

When measuring the effectiveness of enforcement, the first step should be to evaluate the actual case brought or resolved by the enforcing entity. That is, did the enforcement action adequately correct the problem, restore the environment, and assure that the same conduct does not occur again? For most enforcement agencies that I work with, that is their fundamental emphasis in each case. Similarly, the effectiveness of the enforcement action is best judged by the environmental results, not just a penalty. The U.S. Environmental Protection Agency (EPA), for instance, has changed their reporting of enforcement results to make clear the environmental and other values of their actions, as opposed to simply quantifying the number of enforcement actions or the amount of penalties obtained. For example, when EPA announced their 2010 results, the headlines were “More than 1.4 billion pounds of harmful air, land, and water pollution to be reduced.”

Emphasizing environmental and public health outcomes, rather than just the number of enforcement actions, EPA stated that their 2010 results:

- represent[ed] between $6.2 billion and $15 billion annually in avoided health costs. As a result of water cases concluded in FY 2010, EPA is ensuring that an estimated 1 billion pounds of water pollution per year will be reduced, eliminated or properly managed and investments in pollution control and environmental improvement projects from parties worth approximately $8 billion will be made. EPA’s civil enforcement actions also led to commitments to treat, minimize or properly dispose of more than an estimated 11.8 billion pounds of hazardous waste.

III. Cooperative-Based Enforcement

Although the statistical basis for conclusions concerning the effectiveness of cooperative-based enforcement are clearly not as statistically supported as that for the CWA and CAA programs evaluated, the article was still able to reach some interesting conclusions. Specifically, the authors conclude, “no cooperative-based enforcement was able to successfully produce environmental compliance at a significantly lower cost.”

To the extent that “cooperative enforcement” is thought to be a program based solely on voluntary actions, it is not

---

1. The authors originally selected Alaska, Arizona, California, Colorado, Connecticut, Florida, Georgia, Indiana, Kansas, Maryland, New Jersey, New Mexico, New York, North Carolina, Ohio, Oregon, Tennessee, and Texas. Although they had planned to obtain data for 10 years, they ultimately limited their research to four years to correspond to available EPA data (2000-2003).

2. Interestingly, for each $1 increase in budget, the fines increased by $18.00. A second table, however, for CAA penalties did not show increases with more budget expenditures.


4. Id.
surprising that data does not exist to support the hypothesis that this type of enforcement works in any real way or is cost-effective. In fact, such voluntary acts may fail in the very first measure of enforcement effectiveness: confirmation that the voluntary measure really halted the violations of law and restores the environment.

That is not to say, however, that cooperative actions do not have a place in the toolbox of an overall program. In fact, effective enforcement has many parts, ranging from criminal enforcement (also not discussed in the article) to education and persuasion through frequent and thorough governmental inspections to industry outreach. My own experience, however, has been that “cooperative enforcement” is an oxymoron. Although effective outreach to companies may have a very positive effect in helping to achieve prompt compliance with new laws, traditional deterrent-based enforcement is the engine that drives the train of compliance. Seeking voluntary compliance must be done with the clear understanding that, after the outreach, the next step is hardly consensual, and it usually demands more relief than what could have been agreed to voluntarily.6

In the one remaining area I found the article and survey less satisfying: their somewhat awkward attempt to categorize and apply what they labeled “ideology.” Given the authors’ concession that “[b]ecause we do not know how ideology actually relates to cooperative-versus deterrent-based enforcement, we can draw no real conclusions,” the value of their speculations is questionable.

Contrary to the authors’ unsupported assertions, no evidence was provided to indicate that conservative political ideologies were more likely to adopt cooperative-based enforcement. In my own experience, those ideological conclusions are only theoretical, and enforcement—always constrained and guided by legislation—is best achieved by individuals who adhere to and advocate forcefully the rule of law in all instances.

Similarly, I do not find it helpful attempting to characterize the political nature of the government in power or suggest that conservative governments are more likely to favor cooperative enforcement than more liberal ones. In fact, most governments adhere to rule of law concerns and promote lawful compliance no matter their political leanings. Far more important today would be the amount of resources available, the priority placed on environmental enforcement, and the adequacy of the legal structure already in place.

IV. Future Challenges

The authors conclude: “Resources do matter. For purposes of enforcement policy, this is the most important finding in our research. The strong relationship between per capita spending on state environmental programs and shorter noncompliance times in the CAA across many states of different sizes, environmental challenges, and political governance, demonstrates this.”

Though somewhat intuitive and not all that surprising, the authors’ empirical demonstration of this point makes it a valuable insight worthy of consideration by policymakers. There are, of course, real world consequences to reducing state funding commitments to environmental enforcement. Without a robust and well-funded enforcement component, clear legislative directives and implementing regulations may fall by the wayside, and the rule of law suffers. As importantly, knowledgeable and law-abiding companies that seek to comply with the law may find themselves at an economic disadvantage when competing with companies that have not invested in pollution controls or safety measures that the law requires. Environmental enforcement, therefore, is not only valuable because it secures compliance with the law, but it also provides a level competitive playing field, protecting the vast majority of companies and individuals who are working diligently to be in compliance.

---

5. An example of the value of information that could encourage voluntary compliance is EPAs recent enhanced interactive mapping tool that allows the public to view detailed information about the enforcement actions taken at more than 4,500 facilities that concluded in FY 2010. The new map shows facilities and sites where civil and criminal enforcement actions were taken for alleged violations of U.S. environmental laws regulating air, water, and land pollution. The mapping tool also displays community-based activities like the locations of EPAs environmental justice grants awarded in FY 2010.

6. Although unstated in the article, the survey appears to be directed solely at civil and administrative enforcement, and not criminal actions. Studies are limited to fines and injunctive relief, the hallmark of civil actions, and there is no mention of incarceration. Criminal enforcement, of course, raises different issues concerning effective actions, and another study could be done of what are perceived to be low levels of recidivism after criminal enforcement, one clear indicator of success. EPAs criminal enforcement program opened 346 new environmental crime cases in FY 2010. These cases led to 289 defendants charged for allegedly committing environmental crimes, (the largest number in five years), 198 criminals convicted, and $41 million assessed in fines and restitution. U.S. EPA, supra note 3.
Measuring Enforcement’s Value: One Step at a Time
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How well are environmental laws in the United States being enforced, and what difference does that make to the quality of our air and water? Professors Flatt and Collins work hard to find the answers in Environmental Enforcement in Dire Straits: There is No Protection for Nothing and No Data for Free, but run into some familiar roadblocks.

The obstacles that make it so hard to link government actions to environmental results are well outlined in the article. The relevant data is too often inconsistent, unreliable, or unavailable, and fractured by a federal system that splits enforcement responsibility between the U.S. Environmental Protection Agency (EPA) and state or local agencies. The number of both independent and dependent variables is overwhelming, as there are so many ways to measure enforcement activity, compliance behavior, and environmental outcomes. Those variables are constantly shifting or being redefined, making it hard to determine whether there is some kind of logical relationship between any of them.

The authors courageously try to pick their way through these minefields. I suffered with them as Flatt and Collins struggle to locate and decode the data they need, and get all the moving parts they examine to sit still long enough to be analyzed. But in the end, I do not think their principal conclusions can be supported based on the data and methodology presented in the article. Also, as the initial hypotheses shifted to compensate for data limitations, I lost track of what the authors were trying to prove.

At the outset, the objective seemed to be to assess how well enforcement achieves broad environmental or public health goals, secures compliance with the law, and punishes violators, compared to more cooperative approaches that rely on voluntary efforts or technical assistance. The authors conclude with a more limited analysis that evaluates the impact of state environmental budgets and “elite” political ideologies on the frequency and duration of Clean Air Act and Clean Water Act violations, and the dollar value of penalties collected.

Because key concepts are not clearly defined, it is hard to accept the “cause and effect” logic the article suggests. For example, the authors sometimes treat “enforcement” as a stand-in for all environmental programs; while at other times, it seems to mean the narrower range of activities that include finding and prosecuting violations. If the authors mean to evaluate the latter, total state environmental spending as a measure of enforcement effort is not a convincing surrogate, as agency budgets must cover a host of unrelated activities, such as sewage treatment grants, permit writing, poster contests, and voluntary programs.

While it is seems reasonable to count the number of violations, a good enforcement program will sometimes multiply those, at least in the short run, because it is more effective at uncovering noncompliance. Also, it is not clear that the authors distinguished between federal and state penalties in their assessment. EPA retains jurisdiction to enforce the Clean Air and Water Acts in all states, its penalties can be quite large, and the federal agency is more likely to act when its state counterparts have not, which may explain why the author found larger penalties in states with more “conservative” ideologies.

While far from perfect, the measures that EPA has developed might have served as a useful starting point for analysis. EPA generally defines enforcement to include the “timely” and “appropriate” prosecution of violations that agencies have identified. Timeliness means moving cases swiftly, with the goal of eliminating noncompliance as quickly as possible. appropriation actions usually penalize the most serious offenders with fines, and even jail time for criminal defendants, to take away any benefits earned from wrongdoing, and to warn others to avoid making the same mistakes.

These relatively simple concepts mask some internal tensions, though EPA policies try hard to resolve these. For example, enforcement actions tough enough to punish serious violators will take longer—sometimes much longer—than cut-rate settlements designed to get companies back into compliance quickly. On the other hand, cheap settlements reduce both the moral and financial cost of noncompliance, making it easier (and sometimes cost-effective) to pay the fine next time. Speedy resolution and just punishment may not always work in tandem, especially in the U.S.

---

1. At the beginning, the authors discuss evaluating the relative effectiveness of enforcement and softer approaches that rely on voluntary efforts or technical assistance, but seem to abandon that attempt in the face of data limitations.
judicial system, and the government’s agents are forced to choose between these worthwhile objectives every day.

Flatt and Collins frequently acknowledge that government works with limited resources, which suggests that agencies ought to target cases with the greatest impact on environment or the public’s health. For more than a decade, the federal agency has consciously focused on violators with the biggest environmental footprints, such as coal-fired power plants, sewage treatment facilities, or big confined livestock operations. The pollution reductions achieved through EPA enforcement actions are tallied up in settlement announcements and annual settlement reports. As with any measure, there are tradeoffs: emphasizing cleanup values can short-change enforcement meant to prevent serious accidents, such as the spectacular blowout of BP’s well in the Gulf of Mexico in April 2008.

However it is measured, enforcement response is only part of the story; at least as important is the quality of the effort used to determine whether a violation has even occurred. Historically, both EPA and state agencies have relied upon inspection frequency, but in my experience, the testing, monitoring and reporting conditions of permits have a greater impact, since inspectors can do little when emissions data is simply unavailable. For example, power plants are required to monitor and report hourly emissions of sulfur dioxide and nitrogen oxide, while large wastewater dischargers must sample their effluent periodically and report any results to states. Data from these large sources is online and comparatively easy to search.

In contrast, while power plants, cement kilns, incinerators, and other industries are required to meet hourly emission limits for particulate matter, testing is done so infrequently in many states that the requirements are almost meaningless. We found that some large coal-fired power plants in Texas had not tested particulate matter emissions in more than twenty years, while refineries report many releases based on methods that EPA has determined to be of very poor quality. The problem is widespread, even after a D.C. Circuit decision in December 2008 that upheld a 20-year-old provision of the Clean Air Act requiring that every operating permit for a major source require monitoring sufficient to determine compliance. In too many cases, we just do not know whether a facility is violating the law or not.

Regardless of how monitoring and enforcement response is measured, the end game is getting and keeping facilities in compliance and reducing their impact on the environment. Flatt and Collins wisely avoid chasing after a one size fits all “compliance rate” for industries, since it would be impossible to fit the myriad of requirements under multiple statutes on a single scoreboard. Instead, the authors select “significant violators” under the Clean Air and Clean Water Acts. That is a rational benchmark, but only where monitoring and reporting systems are effective enough to flag serious noncompliance.

The authors conclude early that we lack the means to measure improvements in environmental quality, but that is an overstatement. For example, federal law requires monitoring to determine whether air quality standards are being met, and changes in ambient levels of key pollutants like ozone or particulate matter are tracked over time. Although data quality is much more uneven, states track key indicators of water quality on a regular basis, and they identify rivers and streams that are “impaired” by specific pollutants. It would be challenging to isolate the impact of enforcement on these indicators, which can be influenced by so many other factors.

But although some data is available, I share the authors’ concern that it is not enough. We lack reliable indicators of public exposure to many types of pollution, including some of the deadliest carcinogens. Reductions in ozone in a metropolitan area ought not to be used to rationalize the illegal release of toxic chemicals in another community. And even where the environment has improved, it is useful to try to understand what combination of actions brought that about.²

Flatt and Collins set out to compare the effectiveness of state programs, but were understandably confounded by so many differences in the type, quality and availability of data that agencies collect. Since the authors began their research, EPA has taken some steps to organize better and present what is available by, for example, posting agency evaluations of state performance programs online. While the federal agency can do more, doing so will be a tough sell given tight state budgets and the current “anti-Washington” political environment.

Meanwhile, we can better use the information we already have by starting small and working with a manageable set of data to try to tease out some modest conclusions. Here are a few ideas:

- We should know what the largest sources of pollution are releasing to the environment, and whether they are meeting emission standards. Research could help compare state monitoring and reporting standards for important provisions of the Clean Air Act or other statutes, and EPA could do more to raise the bar for authorized programs, since so much of this information is already required by law. States that report violations more frequently may actually be taking the time to find them in the first place, instead of making it a practice to “see no evil.”

- A few programs, e.g., sewage treatment plants and large industrial sources, are already subject to more or less consistent monitoring and reporting requirements. Closer analysis of these sources could help identify significant differences in the rate, severity, or length of violations. The authors cite a study by University of Kansas researchers that follow this route to compare results from state versus federal enforcement actions for major Clean Water Act dis-

² It is always challenging to isolate the impact of enforcement or any government program on environmental indicators, which can be influenced by so many different factors.
chargers. This approach would be even more valuable if it focused on similar sources, e.g., sewage treatment plants of approximately the same size and age, or large cement kilns. Analysts could then work backward isolate those factors that seemed to explain differences between one state and another. Perhaps state environmental spending is a key determinant, as Flatt and Collins suggest, but that is hard to know without a more methodical approach that considers other factors.

- Some distinctions ought to be made based on what violators are required to do once they are caught. Researchers could focus on how much and how quickly emissions were reduced, and how frequently the same violators fall back into noncompliance, looking at a subset of requirements for a related group of facilities. Even anecdotal evidence could help, so long as any conclusions are appropriately limited.

The more cautious approach that I suggest would require patience, but could build our knowledge over time, and eventually lead to broader conclusions about how to get the most out of environmental programs.

Meanwhile, we should always remember that environmental law enforcement is also supposed to deliver justice. In plain English, the public will always expect those polluters who can afford it to pay, and any program that fails to deliver that will eventually lose legitimacy. However government agencies choose to measure their own performance, they should never lose sight of that simple truth.
Getting Through the Straits: It’s Not How Much You Spend, It’s Charting the Right Course That Counts!
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Professors Flatt and Collins should be commended for seeking to answer one of the most perplexing questions that has plagued environmental protection advocates and regulators in the United States for over 40 years—how to improve compliance with federal environmental laws, and therefore, improve the quality of the environment.

Regrettably, Flatt and Collins reach significant policy conclusions and make major environmental enforcement recommendations based upon a single variable or two, after recognizing that many variables will affect the effectiveness of environmental enforcement. They also give too much weight to the variables they researched, interesting though they may be. While a comprehensive analysis may be difficult and time-consuming, major policy recommendations should not be based on one or two factors to the exclusion of others. This comment will address the factors relied upon by Professors Flatt and Collins to reach their conclusions, assess those factors’ value as a foundation for their recommendations, and add some additional recommendations to address how we might move toward improved environmental protection.

I. The Data

The authors compare the following data sets: penalties assessed against facilities for violations of the Clean Water Act (CWA) and Clean Air Act (CAA) regulatory requirements, as well as the number of quarters (in the two years preceding the inspection date) that facilities were in violation of CAA regulatory requirements. The authors use these data sets to ascertain states’ environmental funding levels and reach conclusions about the impact of states’ funding for environmental enforcement on improvements in environmental protection. I have several concerns with this approach.

First, there is no demonstration that states fund environmental enforcement as a consistent percentage of the states’ overall environmental budgets, either from year to year or among the various states. One state could spend more on environmental programs but less on environmental enforcement, while another could choose to spend a larger portion of its overall environmental spending on environmental enforcement. Per capita environmental spending by states has not been shown to be an adequate surrogate for spending on improved environmental enforcement or for greater improvements in environmental quality.

Second, even the data concerning the environmental spending per state were, in the authors’ words, “skeletal.”

The authors compare the following data sets: penalties assessed against facilities for violations of the Clean Water Act (CWA) and Clean Air Act (CAA) regulatory requirements, as well as the number of quarters (in the two years preceding the inspection date) that facilities were in violation of CAA regulatory requirements.

To the authors’ credit, they attempted to harmonize the data sets to ascertain states’ environmental funding levels and reach conclusions about the impact of states’ funding for environmental enforcement on improvements in environmental protection. They also give too much weight to the variables they researched, interesting though they may be. While a comprehensive analysis may be difficult and time-consuming, major policy recommendations should not be based on one or two factors to the exclusion of others.

This comment will address the factors relied upon by Professors Flatt and Collins to reach their conclusions, assess those factors’ value as a foundation for their recommendations, and add some additional recommendations to address how we might move toward improved environmental protection.


2. An interesting twist in the article was the analysis concerning which states had better environmental enforcement, those dominated by (using the authors’ terminology) the liberal political elite or those dominated by the conservative political elite. The authors apparently were surprised that conservative political leaders often foster a culture of compliance at levels higher than their liberal counterparts. The best rationale that the authors could surmise for higher CWA penalties in conservative-led states was, curiously, that conservative ideologies allow polluters to have more serious violations, which in turn would support higher fines. That is certainly creative. Is it possible, however, that the conservatives are as committed to the rule of law, or more so, than the liberal political leaders in states? At least the authors recognized that “... the CAA finding may suggest that conservative state ideologies foster better compliance, perhaps through the use of more cooperative methods.” All of which raises the question: Is Red or Blue the new Green?

3. Id. at 74.
Third, the source data relied upon by Professors Flatt and Collins, culled from EPA and states, appears to be for 2000-2003—over a decade old in many cases. Significant differences can and probably have occurred in the eight to eleven years since those data were reported to EPA with regard to the penalties assessed by the states selected for comparison purposes. By way of example, Kentucky assessed over one million dollars in civil penalties in 2004 for violations of the state Pollutant Discharge Elimination System (authorized under the CWA). Even though Kentucky was not selected for use in this analysis, states are not static creatures and may have assessed significantly different penalties in the past decade than is shown in the older data utilized to support the conclusions and recommendations of the authors.

Based upon these old data, and armed with estimates of each state's environmental spending, the authors found the greater spending per capita for environmental programs correlated with a decrease in CAA penalties and an increase in CWA penalties. These results are inconclusive at best and contradictory at worst.

The other data analyzed was the comparison of estimated spending per capita for environmental programs to the number of quarters that certain CAA facilities were not in compliance. The authors reported that "compared with a state that spends $28 per capita on the environment, in a state that spends $68 per capita, the number of quarters a facility is in violation of the CAA decreases by 0.2 quarters." That appears to mean that for every dollar a state spends per capita over $28, the number of quarters a facility is in violation of the CAA would decrease by .005 quarters—less than one half of one day per year. Even if that difference is statistically significant, the significance in the level of environmental improvement is not.

In addition, the authors chose to use the only the most populous states for their analysis, and, significantly, failed to make any adjustments based upon the cost of living in each state, which will affect how much a dollar of environmental spending will buy. For example, a state like Tennessee, where the cost of living is relatively low and government employees are paid less than those in states like California or New York, one might find that spending $28 per capita may yield more environmental protection than significantly more money spent per capita in a state where state environmental employees are paid significantly more. In other words, each environmental protection dollar should result in greater environmental benefits where environmental agencies' employees' salaries are lower.

II. Navigating Through the Straits: How Do We Chart the Course?

Bean counting the number of environmental enforcement cases and the amount of penalties recovered by regulatory agencies provide little empirical data concerning the relationship between environmental enforcement and improvement of the environment. That is likely the reason that the debate continues after all these years. If tracking the money put into state environmental budgets for environmental programs does not necessarily translate to environmental enforcement funding, how can we answer the $64 billion question posed by Professors Flatt and Collins? How do we improve compliance with federal environmental laws, and therefore, improve the quality of the environment?

Outcome indicators, like reduced emissions or improved water quality, are the lodestars by which we should navigate. To do less is a great disservice to the regulatory agencies, the regulated community, and the citizens of this county. If we are able to write permits with limits measured in parts per quadrillion, we should be able to measure actual water quality improvements. Until we are able to address the challenges associated with measuring environmental quality and improvements effectively, we should not fetter the states with additional directives concerning how they accomplish that which we cannot measure.

III. Times Change, Charts Change

Since EPA was created in 1970, the issues of how to enforce and how to measure enforcement efforts have been major topics of discussion at the Agency and in the public. My experience with the regulated community in a range of roles (federal enforcer, state enforcer, and compliance and defense counsel) has convinced me that the regulated community of today is vastly different than it was in the early days of EPA. In general, municipalities, corporations and individuals from every walk of life know more about compliance and environmental protection than they did thirty or forty years ago, and act upon that knowledge. Popular books such as Professor Daniel Esty’s *Green to Gold* document a new corporate culture that recognizes the benefits of complying with environmental laws or going beyond compliance. This result is consistent with the intermediate outcome indicators of enforcement actions described above.

To achieve compliance, we need to focus on why people comply. Compliance stems from behavioral motivation, which may be considered based on the “logic of consequences” or the “logic of appropriateness.” The “logic of consequences” views actors as choosing rationally among alternatives based on their calculations of expected consequences, but the “logic of appropriateness” sees actions as

---

4. Id. at 73.
based on identities, obligations, and conceptions of appropriate action.\(^5\)

I suspect that the “logic of consequences” was a principle governing factor in environmental compliance in the early days of EPA. Today, however, the culture of environmental protection has become ingrained at the individual, municipal and corporate levels. A great deal of decision making is made today, I believe, based upon “the logic of appropriateness.”\(^6\) Many environmental compliance decision makers and technicians today make decisions to do the right thing because it is the right thing to do, not simply because of the fear of government reprisal.

The time has come to capitalize on the change of attitude that has occurred and to work even harder to complement enforcement efforts. It is time to work collaboratively with the regulated community to solve the remaining environmental problems in the most cost-effective way possible, considering all factors, including today’s economic state.

Indeed, enforcement that is deemed heavy-handed or seems unreasonable can have the effect of causing people to be less enthusiastic about protecting the environment and more skeptical about the value of EPA and state environmental agencies. That attitude is becoming increasingly apparent in the 112th Congress and in the public’s opinion of the need for additional environmental regulation.

IV. And the Answer Is?

There is no single answer to the $64 billion question posed by the authors, just as there is no single answer to how a sailor should navigate straits. At sea, the sailor must consider the depth of the passage, the speed and direction of the wind, tides and currents, how much the boat draws, the distance to the shore, and changes in the charts at the very least. When at sea, considering only one of these factors will likely result in disaster.

Similarly, there is no single answer to the question of how regulators can best spend taxpayers’ monies to improve the environment. We need to do a better job of educating and assisting those who are regulated, and we need to work with them toward achieving compliance. We need to promulgate regulations that are clearly within the environmental agency’s statutory authority, and we need to keep the regulations as understandable as possible. We need to maintain standard measurements of environmental quality so we can measure environmental improvements from year to year and place to place, if not for any other reason than to be able to congratulate ourselves on the accomplishments we have made as a nation, although we always should try to do better. We need EPA and the states to work hand in hand instead of as adversaries, recognizing that states are becoming increasingly frustrated with EPA’s actions to become more dominant in state-issued permits and enforcement. Enforcement actions and resources should focus on cases that will have the greatest environmental benefits. We should seek alternate, cooperative compliance assistance efforts. And finally, we should not believe that simply spending more money will bring about the environmental improvements we all want to see. The issue is much too complex for that. If that were true, we would find that the states that spend the most on environmental enforcement would have the cleanest water and the freshest air, barring significant upstream, upwind contributions.

In sum, the authors have introduced no data that supports the premise that more state per capita spending on environmental enforcement improves compliance or the quality of the environment. Common sense tells us that environmental enforcement is an important part of our nation’s laws that preserve, protect and restore the environment. And common sense tells us that some conservative states have stronger environmental programs, and some have weaker ones, and that the strength of the programs will ebb and flow over time.

More important than the per capita levels of spending, I believe, or which political sector is in power, is the culture of compliance that can be fostered through leadership, information, education, and setting sensible priorities. If environmental agencies seek major penalties for minor infractions, the harvest is mistrust and resentment. Things are different now than they were forty years ago, and we must recognize and work with positive changes that have occurred, instead of spending more and more on less and less.

Nothing is free, but throwing money at nothing is not the answer.

---


6. This is based upon no empirical data, but instead upon interactions with environmental professionals and staff over the years.
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I. Introduction

There is, after years of debate, a widespread though not universal consensus in the United States that climate change is real, that it is primarily the result of human activity, and that it poses a serious global threat. A consensus on the appropriate U.S. response, however, remains elusive. While the new focus on climate change suggests that the United States may play a key role in attempts to negotiate a new international agreement to reduce global emissions, there is serious debate in academic and policy circles over whether doing so would be in the national interest. Indeed, some argue that a straightforward cost-benefit analysis weighs against U.S. action.

The argument against American action goes something like this: Cutting greenhouse gas emissions will be costly for the United States, and it is not entirely clear that the benefits are worth it, especially since a warmer climate will impose fewer costs on the United States than on most countries. Put another way, climate change is a collective action problem, and the best American policy would be to free ride on the efforts of more significantly affected states.

This Article takes issue with this “climate change winner” argument. We demonstrate that its conclusions that harm to the United States will be small or perhaps even nonexistent reflect a significant misunderstanding of existing studies on the impact of climate change. If one examines those studies critically it becomes clear that the climate change winner argument is fatally flawed. The argument fails to account for the full spectrum of costs that climate change will impose on the United States, including spillover costs that the United States is almost certain to absorb. Once we account for both of these influences, the climate change winner argument withers, and the case for aggressive American action becomes compelling.

A. The Climate Change Winner Argument and Its Limits

The climate change winner argument relies on the consistent projections of both the scientific and economic literature that adverse effects of climate change will be distributed unequally. The most affected countries will be those that have contributed the least to global greenhouse gas concentrations and are the poorest in the world. That....
The United States will fare better than most other countries has led some commentators to advance the climate change winner argument, claiming that it is irrational for the United States to take unilateral steps to mitigate climate change or to participate in a globally optimal international agreement to reduce emissions.\(^7\)

The climate change winner argument relies on economic models of the impact of climate change on the United States. If one believes that the results of these models represent an accurate forecast of climate change impacts, then the climate change winner argument has considerable force. But these models provide only a lower bound on climate change’s possible impact rather than an accurate prediction of its likely effects. They engage in a series of simplifying assumptions that, while necessary to make the models tractable, create a systematic downward bias on the projected impacts. The climate change winner argument fails to adequately consider this bias and so understates the threat of climate change.

No study to date has assessed all of the potential costs of climate change to the United States, including cross-sectoral, indirect, and cumulative effects on the U.S. economy and nonmarket costs, such as loss of biodiversity and ecosystem services and the possibility of catastrophic losses. These omissions are not anyone’s fault, but rather result from the inherent limitations of economic modeling.\(^8\) They also lead to a consistent bias toward an underestimate of climate impacts. Ignoring these shortcomings has serious implications, however. Without a more complete cost-benefit analysis we cannot think coherently about the full range of likely impacts of climate change, and reliance on these models without a full understanding of their limitations could lead to misguided policy responses.

To date, the primary response to the climate change winner argument has been to insist that regardless of the cost-benefit calculation, the United States is morally obligated to act\(^11\) (including China and other major developing countries, to an aspirational goal of limiting global temperature increase to 2 degrees Celsius; a process for countries to enter their specific domestic mitigation commitments by January 31, 2010; broad terms for the reporting and verification of countries’ actions; a collective commitment by developed countries for $30 billion in “new and additional” resources in 2010-2012 to help developing countries reduce emissions, preserve forests, and adapt to climate change; and a goal of mobilizing $100 billion a year in public and private finance by 2020 to address developing country needs).\(^{15}\)

Alternatively, some suggest that the United States has an ethical obligation to future generations.\(^13\) In this Article, by contrast, we address, head-on, the cost-benefit calculus that lies at the heart of the climate change winner argument. Though we believe the moral arguments for U.S. action on climate change are compelling, we doubt that they will, on their own, convince U.S. policymakers of the need for mitigation. American international environmental policy is typically driven by utilitarian calculations about the national interest,\(^14\) which in this instance has led to a remarkably powerful reluctance to act.\(^15\) It persists even in the face of an increasingly solid scientific consensus that climate change is man-made, and pressure from state and regional climate programs,\(^16\) the U.S. Supreme Court,\(^37\) powerful industry players,\(^19\) and the international community.\(^19\) For this reason we restrict argument.\(^12\)


13. See supra note 12, at 7-11.

14. For example, the United States joined the Montreal Protocol, the treaty to eliminate ozone depleting substances, largely because the benefits of the agreement to the United States clearly outweighed the costs. See, e.g., Cass R. Sunstein, Of Montreal and Kyoto: A Tale of Two Protocols, 31 HARV. ENVTL. L. REV. 1, 6 (2007).

15. Since this Article was first published, the United States did sign the “Copenhagen Accord” at the 15th Session of the Conference of the Parties to the United Nations Framework Convention on Climate Change, in December 2009. While not an international treaty that includes targets and timetables for GHG mitigation, the Accord does commit all of the major economies, including China and other major developing countries, to an aspirational goal of limiting global temperature increase to 2 degrees Celsius; a process for countries to enter their specific domestic mitigation commitments by January 31, 2010; broad terms for the reporting and verification of countries’ actions; a collective commitment by developed countries for $30 billion in “new and additional” resources in 2010-2012 to help developing countries reduce emissions, preserve forests, and adapt to climate change; and a goal of mobilizing $100 billion a year in public and private finance by 2020 to address developing country needs. See http://www.pewclimate.com/international/copenhagen-climate-summit-summary. The U.S. Congress has failed to pass legislation putting a market-based cap on carbon, and is currently implementing regulation of GHGs under the Clean Air Act. For a summary of regulatory initiatives under both the mobile and stationary source provisions of the Act, see http://www.epa.gov/climatechange/initiatives/index.html.


our argument to consequences that would be taken seriously in a no-nonsense cost-benefit analysis. We argue that the calculation of American self-interest on which the climate change winner argument rests is simply mistaken. This is not because we dispute the general point that the United States may fare well relative to many other states in a warmer world, but because what matters are not the relative costs, but the absolute costs of inaction. If the absolute costs justify expenditures for mitigation, the U.S. government should make them.

### B. Costs Omitted From the Climate Change Winner Argument

One of the more striking features of climate models, embraced (perhaps implicitly) in most climate change winner arguments, is a curiously isolationist approach to a truly global problem. They fail to consider, at least in any serious way, the possibility that many of the harms that impact other countries are likely to spill over to the United States. We argue that this spillover is likely to occur in the form of national security threats, economic spillovers, spillovers resulting in the spread of infectious disease, human migration, and the risk of food and water shortages, species extinction, and biodiversity loss.

The United States cannot sequester itself from all such spillovers. To assume otherwise seems unduly optimistic—perhaps even naïve—given the reality of global interdependence. Economic, political, military, and public health developments in one region of the globe can have seismic impacts in another.20 Moreover, in our view, it is unlikely that the United States will react to world crises by attempting to retreat into isolation. If the United States hopes to shape its strategic position in an increasingly interdependent world, it must expect to bear at least some costs associated with responding to crises that arise elsewhere, including some that arise because of climate change. Yet a policy of U.S. isolationism is what the climate change winner argument implicitly assumes.

Even if a strategy of going it alone were possible, it would be extraordinarily expensive for the United States to try to insulate itself from outside events. Yet no model we know of accounts for the costs of isolationism.21 Although such costs are hard to quantify, this challenge is no reason to count them as zero.

The fact that economic models fail to account for all relevant impacts is not news. The authors of these studies recognize as much and usually make their assumptions clear.22 Our concern is not with the models themselves, but with the way in which some commentators and policymakers may interpret the results and overlook the limits that the assumptions impose. Climate change winner arguments tend to take the results of economic studies at face value, without serious consideration of their limits, and acknowledge imperfections in the economic models—if at all—only in footnotes and minor asides. Consequently, the fact that existing estimates systematically underestimate the likely impacts is ignored.

### C. The Self-Interested Argument for Action

A more realistic assessment of relevant costs and benefit changes the calculus of whether it makes sense for the United States to cut domestic emissions. To the extent the argument against such action turns on prevailing estimates of the relative costs and benefits of doing nothing, we think it is wrong.

While it is surely correct that climate change poses a collective action problem, it is also true that large players may internalize enough of the benefits from the production of collective goods (here, mitigated climate change) to make it worthwhile to invest in those goods. A more complete accounting of cost matters because every player has an incentive to take action up to the point where the State’s marginal cost of action exceeds the marginal benefit. A large, hegemonic player like the United States internalizes a significant fraction of the global gains of climate change abatement, making it worthwhile to bear at least some costs of emissions reductions.

Thus, a more comprehensive assessment of what the United States has at stake if climate change continues unabated suggests it is in the national interest to invest in mitigation. That is true even if the United States cannot fully internalize the benefits of mitigation, and even if some nations free ride on U.S. efforts.

It is important to separate the climate change winner argument we seek to debunk from other reasons why the United States might hesitate to act. For our purposes, these reasons are: (1) the “futility thesis”—the belief that any effort at mitigation will be overwhelmed by the sheer volume of emissions generated elsewhere; (2) the “leakage thesis”—the concern that any isolated effort at mitigation will be ineffective because emission-intensive industry will relocate to unregulated jurisdictions; and (3) the “fairness thesis”—which says it is simply unfair to expect the developed world to bear all the cost of mitigation.

These three concerns are quite different from the climate change winner argument. First, they do not dispute the basic proposition that climate change is a threat to the United States and that some form of global action is needed. Second, while they might be persuasive either alone or in combination, each requires a separate defense. For example, it is debatable whether unilateral cuts by the
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20. C.B. Field et al., North America, in INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE, CLIMATE CHANGE 2007: IMPACTS, ADAPTATION AND VULNERABILITY 617, 640 (M.L. Parry et al. eds., 2007) (hereinafter IPCC, IMPACTS) (“In this interconnected world, it is possible that profoundly important impacts of climate change on North America will be indirect consequences of climate change impacts on other regions, especially where people, economies or ecosystems are unusually vulnerable.”).


22. See, e.g., id.
United States would, in fact, be futile. Futility predictions depend on controversial assumptions, including that U.S. leadership on emissions cuts will be met with international free riding, as if the United States has no instruments of persuasion at its disposal.

In any event, such arguments, though important, are not our focus here. We seek only to disprove the climate change winner argument, which we think takes too much for granted by bracketing the underlying methodological limitations of its cost-benefit analysis. In essence, we challenge the extent to which the United States ought to be viewed as a net “winner” from climate change by questioning what it means to be a “winner,” especially in an interdependent world. How to count costs, what costs to include, and what to do when there is no established method for capturing costs are among the most important questions in the debate over U.S. action on climate change. A more comprehensive accounting reveals that it is in the United States’ interest to take unilateral action to mitigate climate change, and, indeed, that the United States would be better off paying the full cost of mitigation (if this were possible) rather than allowing the world to continue in a “business as usual” fashion.

Our argument proceeds as follows: Part II explains why the methodologies of projections underlying the climate change winner argument, which we think takes too much for granted by bracketing the underlying methodological limitations of its cost-benefit analysis. In essence, we challenge the extent to which the United States ought to be viewed as a net “winner” from climate change by questioning what it means to be a “winner,” especially in an interdependent world. How to count costs, what costs to include, and what to do when there is no established method for capturing costs are among the most important questions in the debate over U.S. action on climate change. A more comprehensive accounting reveals that it is in the United States’ interest to take unilateral action to mitigate climate change, and, indeed, that the United States would be better off paying the full cost of mitigation (if this were possible) rather than allowing the world to continue in a “business as usual” fashion.

Our argument proceeds as follows: Part II explains why the methodologies of projections underlying the climate change winner argument are overly optimistic. Part III analyzes how spillover effects will impact the United States and generate additional, as yet unconsidered, costs. Part IV explains why the more complete assessment of costs justifies aggressive U.S. action to address climate change, notwithstanding some other countries’ reluctance to act. We conclude by arguing that the risks of these costs justify unilateral action. If we are right, the case for American action strengthens considerably.

II. The Leading Scientific and Economic Projections

A. Scientific Projections of Impact

We take the predominant scientific consensus—that climate change is indeed occurring, and that its rapid acceleration in the last 150 years has been caused primarily by human behavior, and that it poses significant risks of substantial harm from a variety of impacts—as a starting point. The Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (FAR) provides “best estimates” and “likely” ranges for global average temperature under six different scenarios with different assumptions about emission rates, technological development, and adaptation, among other things. The IPCC’s best estimate for the low emissions scenario is 1.8°C warming (with a “likely” range of 1.1°C to 2.9°C), and a best estimate for the high emissions scenario of 4.0°C warming (with a “likely” range of 2.4°C to 6.4°C).

At current emission rates, GHGs are projected to reach an atmospheric concentration level of 550 ppm by 2050, which is expected to cause an increase in temperature of more than 2°C. The more likely scenario, however, is that emissions will increase as economies grow, especially developing economies, and that GHG concentrations will reach 550 ppm by 2035. The IPCC FAR projects that a variety of impacts—including loss of coastal lands, flooding that could displace hundreds of millions of people, more extreme weather events, stress on regional water supplies, and significant biodiversity loss—will occur under all the scenarios considered.

These global estimates mask the fact that impacts will vary globally. There is little doubt that the United States is relatively well positioned to avoid the worst impacts. Not only is the United States geographically well situated to withstand the warming trend, but it has comparatively robust adaptive capacity from both strong domestic institutions and a relatively healthy, diversified economy.

This story of relative effects, however, misses the point that, for policymaking purposes, it is absolute impact on the United States that matters. For this reason, the following section discusses the economic consequences of climate change in absolute terms and explains why existing economic projections systematically underestimate their impact.

24. The most recent Fourth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC FAR), which represents the consensus of the international scientific community, concludes that anthropogenic greenhouse gas emissions are “very likely” responsible for “most of the observed increase in global average temperatures since the mid-20th century.” Richard B. Alley et al., Summary for Policymakers, in IPCC, PHYSICAL SCIENCE BASIS, supra note 23, at 1, 10.
25. Id. at 18.
26. Id. at 11 tbl.SPM.3.
28. Alley et al., supra note 24 at 12 (“For the next two decades, a warming of about 0.2°C per decade is projected.... Even if the concentrations of all greenhouse gases and aerosols had been kept constant at year 2000 levels, a further warming of about 0.1°C per decade would be expected.”).
29. Id. at 12 (“Sea ice is projected to shrink in both the Arctic and Antarctic under all SRES [Special Report on Emissions Scenarios] scenarios.”).
30. The United States is not unique in this respect; other nations will also be less adversely affected. SiR NORDHAUS & BOYER, supra note 5, at 96 (Japan, Russia, and China); Mendelsohn et al., Distributional Impact, supra note 6, at 170 (former Soviet Union and Eastern Europe); see also STERN Re ViEW, supra note 5, at 110-13 (discussing weak adaptive capacities of many developing nations).
B. Economic Projections of Cost to the United States

To generate estimates of the economic impact of climate change, economists rely on integrated assessment models (IAMs), which typically frame costs as changes in the level of gross domestic product (GDP) attributable to climate change. Most of the economic models that focus specifically on the United States estimate that the long-term economic harm attributable to climate change will be between 0-3% of GDP. In this section, we explain why the methodological limitations of these models almost certainly cause them to underestimate the cost of climate change. We identify five problems that many of the studies share: optimism about projected temperature rise; failure to account for the possibility of catastrophic loss; omission of cross-sectoral impacts; exclusion of nonmarket costs; and optimism about projected economic growth.

1. Optimism About Temperature Rise. Creating an estimate of the economic impact of climate change begins with assumptions about the extent of warming over time. The most important economic studies to date have generally chosen relatively optimistic estimates about temperature changes, most in line with the IPCC FAR’s low emissions scenario. The resulting economic impact is 0-3% of global GDP lost. If, however, one considers the possibility of 5-6°C warming, the economic impact is 5-10% of global GDP. Though it is possible that most IAMs overstate future warming, it is much more likely that they underestimate the dangers we face. First, measurement difficulties cause some warming effects to be ignored. Water vapor, for example, may increase the effects of rising carbon dioxide (CO₂) concentrations, but we do not know with any confidence how large such an effect could be.

Second, there is a possibility of “tipping points” or “threshold effects” which could result in “abrupt and irreversible change in the climate system”—but are not factored into the IPCC FAR conclusions. These include, for example, the risk of a rapid collapse of ice sheets in Greenland or the Antarctic.

Third, almost every surprise about climate change thus far has underestimated both the rate of warming and its effects. For example, Arctic sea ice is retreating at a significantly faster rate than predicted by the best computer models, including all eighteen models used by the IPCC in preparing the FAR.

Fourth, the process that generated the projections makes understatement more likely than overstatement. There have been numerous allegations of political influence over the IPCC process, from charges that members have been voted out of the Panel for being overly aggressive in advocating policy responses to claims that the IPCC has softened or deleted parts of the Report. Governments with an interest in delaying progress on climate change have been known to challenge conclusions in assessment reports aggressively during the line-by-line approval process, leading to allegations that drafters ultimately weaken claims in order to garner consensus. The process by which IPCC assessment reports are produced is highly constrained by the need for consensus, making it more likely to produce cautious and centrist conclusions. It is also fair to suggest that as a matter of disciplinary training and shared norms, scientists tend to err in the direction of conservative estimates that can be defended on the basis of existing data.

Many models also implicitly assume that GHG emissions will level off or decline very soon. Yet present estimates suggest just the opposite. Annual GHG emissions
in the United States, for example, are projected to rise from 7.2 gigatons CO$_2$e in 2005 to 9.7 gigatons in 2030, and economic growth in the developing world is virtually certain to dramatically increase emissions.\footnote{47}

A focus on higher expected temperature change, along with associated changes in precipitation and other weather events, would significantly affect the predicted economic analysis. For example, assuming a temperature rise of 3-4°C instead of 2-3°C causes an additional estimated loss of approximately 1% of GDP.\footnote{48}

### 2. Asymmetry Around Point Estimates

An additional problem arises because discussions about climate change often focus on a single point estimate, rather than a range of temperature changes. The point estimate, while intuitively satisfying, produces misleading results because economic harm increases at an accelerating rate as temperatures rise.\footnote{50}

Increases in temperature around a given average will generally have a larger impact on economic well-being than will reductions in temperature. For example, a 2-3°C rise in temperature is expected to cause a 0-3% loss of GDP while a 5-6°C rise would reduce GDP by 5-10%.\footnote{51} Notice that doubling the assumed temperature increase from 3°C to 6°C more than triples the predicted economic impact. An accurate estimate of economic impacts, then, requires consideration of the full probability distribution of potential climatic changes.\footnote{52}

A better estimate would average the estimated economic impact over a range of possible climate outcomes. Figure 1 demonstrates this point, using data from Nordhaus and Boyer. They predict an impact on GDP of 0.5-4.5% where changes in global temperature range from 2.5-6°C.\footnote{53} The midpoint temperature increase would be 4.25°C, which Nordhaus and Boyer estimate would have an impact of 2% of GDP.\footnote{54} However, averaging the impact of a 2.5°C temperature increase (0.5% of GDP) and a 6°C increase (4.5% of GDP) yields an expected economic harm of 2.5% of GDP.\footnote{55} For policy purposes, the higher estimates more accurately reflect expected economic impact.

### Figure 1: Temperature Increase Impact on GDP

![Temperature Increase Impact on GDP](image)

Many (perhaps most) IAMs address this problem by estimating multiple scenarios, with alternative climatic assumptions.\footnote{56} When the results are deployed in policy discussions, however, the mid-range scenarios are the ones most frequently cited,\footnote{57} resulting in a tendency to understate climate change’s expected economic impact.

### 3. Failure to Account for Catastrophic Events

Because IAM estimates are essentially extrapolations of existing experiences to expected climatic changes, they are unable to account for the risk of “catastrophic” climate events that could overwhelm all of the effects IAMs currently take into account.\footnote{58} While there is no doubt, for example, that
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\footnote{48}{Boyer, supra note 1, demonstrates this point, using data from Nordhaus and Boyer. They predict an impact on GDP of 0.5-4.5% where changes in global temperature range from 2.5-6°C. The average expected change in temperature also ignores the fact that

\footnote{50}{Nordhaus and Boyer estimate would have an impact of 2% of GDP. However, averaging the impact of a 2.5°C temperature increase (0.5% of GDP) and a 6°C increase (4.5% of GDP) yields an expected economic harm of 2.5% of GDP.}

\footnote{52}{For policy purposes, the higher estimates more accurately reflect expected economic impact.}

\footnote{54}{This simple averaging of the endpoints is fairly crude. Ideally one would calculate the expected change in GDP over the complete probability distribution function of potential temperature changes. This more thorough approach would yield similar results.}

\footnote{55}{Many (perhaps most) IAMs address this problem by estimating multiple scenarios, with alternative climatic assumptions. When the results are deployed in policy discussions, however, the mid-range scenarios are the ones most frequently cited, resulting in a tendency to understate climate change’s expected economic impact.}

\footnote{56}{See, e.g., Nordhaus & Boyer, supra note 5, at 96.}


\footnote{58}{Martin Weitzman, On Modeling and Interpreting the Economics of Catastrophic Climate Change, 91 REV. ECON. & STAT. 1, 1-2 (2009). Weitzman argues that the low probability, highly uncertain scenarios of very large global average temperature increases (on the order of 10°C or more by 2200)
climate change will increase the incidence and the magnitude of floods, droughts, and storms, most IAMs do not adequately consider the potentially serious costs from such events.\textsuperscript{59}

One exception is the study by Nordhaus and Boyer. By assuming a warming of 2.5°C they yield an estimated economic impact from catastrophic risk of slightly less than 0.5% of GDP for the United States, and about 1% globally. To this, one must add other impacts (agriculture, coastal resources, etc.), leading to a total estimate of harm of about 0.5% for the United States and 1.5% of GDP globally.\textsuperscript{50} For a warming of 3-4°C, they predict losses of 1.5-2% of U.S. GDP. Using a relatively pessimistic assumption of 6°C warming yields an alarming forecast of a 10% loss of global GDP and 4.25% for the United States.\textsuperscript{61}

4. Failure to Account for Nonmarket Costs. IAMs also tend to omit significant nonmarket costs, including those associated with the environment and human health.\textsuperscript{62} These impacts are potentially enormous but the absence of reliable market prices makes them difficult to evaluate. A significant loss of biodiversity is very likely to occur yet is rarely included in estimates of economic harm, considered to be either too negligible or uncertain to quantify.\textsuperscript{63} Although these costs are indeed difficult to quantify and hence uncertain, it is highly unlikely that they will be negligible.

Among the many reasons to be concerned about such significant biodiversity loss is a self-interested motive: the value of preserving biodiversity to support ecosystem services for human populations such as pollination, soil fertilization, and genetic resources used for medical research and pharmaceutical development.\textsuperscript{64} These services would require considerable cost to replace—one study estimated their value in the mid-1990s at $33 trillion, about 1.8 times the value of global GNP at the time.\textsuperscript{65} Although the portion of this value attributable solely to biodiversity is difficult to estimate as many ecosystem services are of mixed biological and nonbiological origin,\textsuperscript{66} authors of another 1997 study estimated the value of biodiversity to be $319 billion annually for the United States and $2.93 trillion annually for the world.\textsuperscript{67} Hsiung and Sunstein combined this estimate with the 15-37% estimated extinction rate to calculate the estimated value of biodiversity loss due to climate change in 2050 as $539-1,322 billion for the world and $58-144 billion for the United States.\textsuperscript{68}

These are dramatic estimates, but they should nevertheless be viewed as conservative. To cite just one reason, the authors assume no more than modest temperature increases (0.8-2°C).\textsuperscript{69}

The impact of species extinctions on human health and the pharmaceutical industry in particular illustrates the magnitude of these costs. Approximately 60% of anti-infective and anti-cancer drugs are either derived from or modeled after natural products.\textsuperscript{70} The loss of the species from which such discoveries could be made is a cognizable economic loss. The magnitude of possible species losses at issue here—possibly one quarter to one half of species worldwide—overwhelms the argument that the value of any single species to new discoveries is negligible.\textsuperscript{71} In addition to unexplored potential, some species that currently provide important services to human populations—like Rosy periwinkle, the source of two anti-cancer drugs\textsuperscript{72}—may be threatened by climate change.

Therefore, although it is difficult to estimate the precise cost or harm to the ecosystem, strong evidence suggests that it is greater than zero, and potentially much larger. At a minimum, uncertainty cannot justify ignoring these costs altogether.

61. Id. at 95-96 figs. 4.3 & 4.4. Global GDP loss is calculated by weighting countries by output level. Weighting countries by population yields a larger global GDP loss (about 1.9%). Id.

62. Id. at 95-96 figs. 4.3 & 4.4. Global GDP loss is calculated by weighting countries by output level. Weighting countries by population yields a larger loss of 11% of global GDP. Id. at 96 fig. 4.3. Intermediate temperature changes predictably yield intermediate results, with global GDP losses of about 5% for a 4°C warming and harm to the United States of slightly less than 2% of GDP for that same change in climate. Id. at 95-96 figs. 4.3 & 4.4.


64. Although the impact on food production is often considered, the categories relating to natural biological processes have been ignored. Wayne Hsiung & Cass R. Sunstein, Climate Change and Animals, 155 U. Pa. L. Rev. 1695, 1716 (2007). See also, e.g., Nordhaus & Boyer, supra note 5, at 85-87 (noting “rather wild” economic valuations of species extinction and serious need for quantitative work in area).

65. Id. at 1703 n.37. See Costanza et al., supra note 64, at 253 (noting their estimate represents minimum value because of uncertainties, which would probably increase “with the incorporation of more realistic representations of ecosystem dynamics and interdependence”).

66. Id. at 1703 n.37. See Costanza et al., supra note 64, at 253 (noting their estimate represents minimum value because of uncertainties, which would probably increase “with the incorporation of more realistic representations of ecosystem dynamics and interdependence”).
5. Failure to Account for Cross-Sectoral Impacts. Many studies calculate costs on a sector-by-sector basis to arrive at an estimated aggregate impact. This approach, though understandable given the complexity of considering all sectors simultaneously, understates the impact of climate change by not capturing potential cumulative impacts on a particular sector. To illustrate, we draw on the leading work of Robert Mendelsohn, who calculates the cost of climate change to the U.S. economy based on an enumerative approach that cannot account for either cross-sectoral or international spillovers.

Mendelsohn begins with an estimate of climate change taken from one or more General Circulation Models, which attempt to predict what will occur as a result of warming. He identifies several sectors (agriculture, forestry, coastal resources, energy, and water) likely to be sensitive to the estimated change in climate and projects a “climate-response function” to estimate the welfare impacts in each of these sectors. The economic impact on a sector can be estimated as a function of temperature, precipitation, sea level rise, CO₂ concentration, and a set of additional parameters (e.g., land area, economic growth). Mendelsohn then sums the sectoral impacts to produce an aggregate impact for a country.

These models omit economic effects that implicate multiple sectors, however. The impact of climate change on energy prices, for example, will not be reflected in the estimated impact of climate change on agriculture, even though climate-induced negative impacts on both water resources and the energy sector might combine to reduce agricultural outputs. Mendelsohn attempts to measure the economic impact of climate change on agriculture, forestry, coastal resources, energy, and water independent of each other, and assuming all other economic forces are unaffected by that same climate change.

Cross-sectoral spillover effects might be insignificant if Mendelsohn’s assumption of 2°C warming proves accurate, and if the impact of climate change in each sector turns out to be both positive and very small, as he has found. If, however, warming turns out to be greater than 2°C, some of the impacts in the United States become more worrisome, and there is a greater risk of costly interaction among the sectors.

6. Growth, Productivity, and Long-Term Projections. Finally, existing IAMs tend to be static, representing a snapshot of the economic situation. They generate predictions by varying one variable at a time, which greatly simplifies the task, but fails to capture other changes in the system. That failure is particularly problematic when, as with predicting climate change impacts, the analysis covers very long time periods of, say, 100 years or more, over which time the rate of economic growth will have a critical influence on economic welfare. A 2% growth rate over 100 years implies a more than seven-fold increase in the size of the economy, but a 1% growth rate would lead to an economy less than half that size. It follows that when estimating the value of mitigation, investments today to prevent even a small reduction in growth rates can yield enormous future benefits. A reduction in GDP due to climate change is likely to cause a drop in investment. Lower investment will, over the long term, cause a reduction in the capital stock and, therefore, a drop in productivity.

Fankhauser and Tol estimate the impact of such a reduction in saving and investment and find that the capital accumulation effects are more important in places where climate change impacts are modest overall. Under certain conditions they find that the capital accumulation effect may be larger than the “direct impact” measured by existing models. In other words, accounting for the capital accumulation effect may cause estimates of harm to be doubled.

III. Spillovers

Overlooking international spillovers also leads existing models to underestimate the likely costs of climate change. Virtually all models to date have focused on a single part of the world; there is almost no discussion of how impacts in different countries, and across regions, might affect other parts of the world.

Observers calculating climate change costs generally examine only the direct—and geographically local—costs of a change in the environment. Yet it hardly needs emphasizing that in this era of globalization the economic security of the United States relies heavily on political and economic stability in other parts of the world. We can only understand the impact of climate change on the United States if we understand how its impact elsewhere affects us.

To illustrate, the Nordhaus and Boyer model predicts that a 6°C warming would reduce European GDP by about
17%.85 Were Europe to face harms of this magnitude, there is little doubt that there would be serious consequences for the United States.86

Economic models of climate change do not take such spillovers into account for good reason: It is difficult enough to estimate the impacts within a single economy. Additionally, the methodological limitations in even our most advanced models leave us with only a partial picture of the likely impacts and costs of climate change. It would thus be unfair to criticize IAMs as being poorly or irresponsibly done. That said it is critical for policymakers to keep the models’ limitations in mind, including their failure to account for cross-border spillovers. As we show below, once one takes into account the likely spillovers from climate change, the costs to the United States are much larger than typically portrayed.

The analysis below focuses on a number of areas in which the United States is likely to suffer negative consequences from climate change. The magnitude of these spillovers will obviously depend on the impact of climate change on other countries. To give some perspective, recall that the Stern Review estimates that a “business as usual” approach would lead to a global reduction in per capita consumption of 20%.87 Even if this estimate overstates the actual impact, many parts of the world stand to be badly affected, creating competition for resources, demands for political change, increased migration, more disease, and other harms that would negatively impact American interests and require U.S. investment of resources.

A. Economic Spillovers

Although the costs of reducing GHGs will be significant, the cost of not reducing them may well be even greater. There is widespread, if not universal, agreement that climate change will have a large impact on many parts of the world, including relatively wealthy Europe, where rising seas are projected to bring severe flooding, land loss, salinization of groundwater, and the destruction of physical infrastructure.88 Other parts of the world stand to suffer even more. In Asia, decreases in crop yields are expected to place hundreds of millions of people at risk of hunger, while large-scale hydrologic changes will expose millions more to epidemics.89 In Africa, the food and water security consequences of climate change are projected to be particularly grave, especially given the continent’s already limited capacity to adapt.90 In Latin America, water stress and extreme loss of biodiversity are expected in fragile ecosystems.91

The United States is integrated into the world economy in many important ways. With respect to trade, for example, eleven percent of American GDP is exported, and seventeen percent is imported.92 Private parties in the United States benefit from opportunities to invest and do business abroad, and rely on the global financial community to raise capital. In these and countless other ways, the United States benefits from engagement with the rest of the world.

It is admittedly impossible to assign dollar amounts to American losses resulting from climate change in other parts of the world. The precise amount of warming experienced by foreign countries and the associated environmental impacts are uncertain, and the effect of these changes on the economies, governance, and behavior of foreign countries is difficult to predict. How much stress on the availability of freshwater in the Persian Gulf region will it take to cause a major disruption in the oil supply? Will Europe adopt protectionist strategies in reaction to the pressures generated by climate change? It is also difficult to anticipate how the supply and demand of many American imports will be affected. Even if all of the relevant impacts were known, the predictions of the appropriate economic models come with large variances.

The inability to generate precise numerical estimates of the economic impact of climate change spillovers does not mean, however, that they are unlikely to occur. The discussion that follows confirms the intuition that American integration into the international economic system virtually guarantees that broad-based and substantial hardship abroad will lead to welfare losses in the United States. Any sensible policy consideration of the costs of climate change on the United States must account for the prospect of such impacts.

1. Shocks to International Trade. The first and most obvious way that climate change’s foreign impacts are likely to affect American trading interests is through diminished trade flows. To the extent the foreign markets for American products contract, American exporters will suffer. To the extent that foreign sources of production are affected by climate change, American imports may become more expensive or of lower quality. If states (including the United States) engage in protectionism as a response to climate change, the effects on both imports and exports will be further aggravated.

85. NORDHAUS & BOYER, supra note 5, at 96 fig. 4.4.
86. There are other synergistic and multiplier effects that might arise if one considers the possibility of both cross-sectoral and international spillovers. See supra Part II.B.5.
88. Joseph Alcamo et al., Europe, in IPCC, IMPACTS, supra note 20, at 541, 551.
89. See Rex Victor Cruz et al., Asia, in IPCC, IMPACTS, supra note 20, at 469, 471 (summarizing effects of climate change on Asia).
90. Michel Boko et al., Africa, in IPCC, IMPACTS, supra note 20, at 433, 435.
91. Graciela Magrin et al., Latin America, in IPCC, IMPACTS, supra note 20, at 581, 583.
A conventional approach to short-run supply shocks assumes that their impact fades over the long term. In the context of climate change, however, there are good reasons to think these shocks may last beyond the short term. First, because climate change is a process playing out over many years with potentially profound impacts, it is at least plausible that the world will face a series of serious to severe supply shocks stretching over an extended period of time. These events could severely hamper economies for decades, creating a lasting economic (not to mention political and social) crisis.

A second way in which supply shocks could have long-term effects is through a loss of raw materials. Climate change poses a serious threat to the supply of critical resources like water and energy, and severe shortages of either could wreak havoc on worldwide production for decades. In standard economic models the long-run rate of growth is ultimately determined by productivity, which is taken to be exogenous. If growth is to be affected in the long run, then it must be through productivity. Unfortunately, there are no good models of factors that influence productivity, making it difficult to assess the impact of a hypothetical shock on long-term growth rates.

We live in a global market with global prices. If climate change has the effect of driving up prices due to a supply shock, then the United States will suffer along with everyone else. Such a shock could result from water shortages in Asia (as Himalayan glaciers melt), a disruption in energy supply from the Middle East and Africa, a drop in global food production due to changing climatic conditions, or any of the many other possible disruptions that could take place. Any of these outcomes would harm the United States along with everyone else in the world.

In addition to the above supply shocks, demand for American exports may be reduced by the economic harm imposed by climate change on foreign states. As discussed in the context of supply shocks, these demand shocks would normally be considered short-term rather than long-term problems. To the extent climate change creates a series of negative demand shocks spread over many years, however, the impact on the United States could be felt for generations. Table 1 shows the contribution of exports to the U.S. economy in recent years.

![Table 1: U.S. Exports as Percentage of GDP](https://example.com/table1.png)

<table>
<thead>
<tr>
<th>Year</th>
<th>Exports (% of GDP)</th>
<th>Exports (Billions of $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>9.9</td>
<td>654</td>
</tr>
<tr>
<td>1994</td>
<td>10.3</td>
<td>723</td>
</tr>
<tr>
<td>1995</td>
<td>11.1</td>
<td>812</td>
</tr>
<tr>
<td>1996</td>
<td>11.2</td>
<td>869</td>
</tr>
<tr>
<td>1997</td>
<td>11.6</td>
<td>934</td>
</tr>
<tr>
<td>1998</td>
<td>11.0</td>
<td>933</td>
</tr>
<tr>
<td>1999</td>
<td>10.8</td>
<td>966</td>
</tr>
<tr>
<td>2000</td>
<td>11.2</td>
<td>1071</td>
</tr>
<tr>
<td>2001</td>
<td>10.3</td>
<td>1005</td>
</tr>
<tr>
<td>2002</td>
<td>9.7</td>
<td>975</td>
</tr>
<tr>
<td>2003</td>
<td>9.5</td>
<td>1018</td>
</tr>
<tr>
<td>2004</td>
<td>10.1</td>
<td>1161</td>
</tr>
<tr>
<td>2005</td>
<td>10.5</td>
<td>1284</td>
</tr>
<tr>
<td>2006</td>
<td>11.1</td>
<td>1457</td>
</tr>
<tr>
<td>2007</td>
<td>11.6</td>
<td>1646</td>
</tr>
<tr>
<td>2008</td>
<td>12.9</td>
<td>1843</td>
</tr>
</tbody>
</table>

To get some sense of the impact that a reduction in trade might have, we turn to the economic literature on the gains from international trade. Note that total estimated gains to the United States from trade are enormous, on the order of $1 trillion per year since the Second World War. This represents a permanent increase in national income, meaning the gain is enjoyed every year. How much of that value is at risk from climate change depends on how much trade is disrupted. One way to get a sense of the potential magnitudes is to examine the impact of recent events, such as the economic impact to the United States of the trade liberalization associated with the WTO’s Uruguay Round, which took effect in 1995. Brown, Deardorff, and Stern estimate that the total impact of the agreement that emerged from this round of trade talks was $19.8 billion, which represents slightly more than one quarter of 1% of U.S. GDP in 1995. The trade flows that generated this modest increase in GDP were a similarly modest increase in imports of about $19 billion and an increase in exports of about $18 billion. Assuming that climate change causes a significant contraction of foreign demand for U.S.

---

93. The previous two examples of how climate change might have a long-run impact are consistent with this statement. The first, that the shocks may themselves persist over decades, is really a claim that the “long term” is sufficiently far off that we should be concerned with short-term shocks. The period over which the shocks continue is most accurately called the short term, but when this period extends to fifty years or more, the importance of worrying about the short term is clear. The second example is a special case of a shock affecting productivity. If natural resources (or any other essential inputs) are scarce, the productivity of labor is reduced and prices (though not wages) rise.
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goods, one would expect much larger effects. To illustrate, see Table 2 for the impact of the recession of 2009-2010 on exports.

Table 2: U.S. Monthly Exports

<table>
<thead>
<tr>
<th>Period</th>
<th>Exports (Billions of $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 2008</td>
<td>149</td>
</tr>
<tr>
<td>February 2008</td>
<td>153</td>
</tr>
<tr>
<td>March 2008</td>
<td>150</td>
</tr>
<tr>
<td>April 2008</td>
<td>155</td>
</tr>
<tr>
<td>May 2008</td>
<td>157</td>
</tr>
<tr>
<td>June 2008</td>
<td>163</td>
</tr>
<tr>
<td>July 2008</td>
<td>167</td>
</tr>
<tr>
<td>August 2008</td>
<td>165</td>
</tr>
<tr>
<td>September 2008</td>
<td>154</td>
</tr>
<tr>
<td>October 2008</td>
<td>150</td>
</tr>
<tr>
<td>November 2008</td>
<td>141</td>
</tr>
<tr>
<td>December 2008</td>
<td>133</td>
</tr>
<tr>
<td>January 2009</td>
<td>125</td>
</tr>
<tr>
<td>February 2009</td>
<td>127</td>
</tr>
<tr>
<td>March 2009</td>
<td>124</td>
</tr>
</tbody>
</table>

As the chart shows, US exports fell 25% from their peak in July 2008 to March 2009. This is a much larger shock than that considered by Brown, Deardorff, and Stern. If one assumes that climate change will cause a disruption in trade flows half as large as what was experienced from July 2008 to March 2009, the result is a reduction in exports of about $20 billion per month, or $240 billion per year. As Table 1 shows, this would not be out of line with fluctuations in exports that we have seen over the last fifteen years.

What would be the impact of this reduction in trade flows on welfare? The Brown, Deardorff, and Stern estimates suggest a rough 1:1 ratio between exports and GDP impact, at least over this relatively modest increase in exports. Bradford, Grieco, and Hufbauer estimate the total impact of trade and investment to be approximately $1 trillion in 2003.102 In 2003 the United States had just over $1 trillion in exports.103 Again, we see a 1:1 ratio between exports and welfare impacts. Assuming that this ratio is accurate, the above-mentioned $240 billion reduction in exports can be expected to correspond to a $240 billion reduction in welfare—more than 1.5% of 2008 GDP.

2. Financial Markets. Climate change’s impact on financial markets may be even more important than its trade effects. The United States has run a current account deficit for many years, with the difference between imports and exports being made up with borrowing from abroad.104 As countries suffer climate-induced economic contraction, perhaps for long periods of time, their enthusiasm for continuing to lend to Americans is likely to wane more quickly than it otherwise would. In practical terms, this reluctance to lend would mean higher interest rates in the United States, a contraction of investment, and a reduction in consumption.

Of course financial markets matter for more than simply bringing the current account into balance. Private parties in the United States, including virtually all of the largest and best known American firms, invest abroad and could face losses if foreign economies suffer. This translates to lower returns on investment in these firms for everyone, including individual shareholders.

More systemically, there is a risk that a global economic downturn would lead to a drying up of capital markets, an increase in the cost of credit, and a resulting reduction in investment. Climate change could trigger such global slowdowns in the future, and it is clear that the United States would be unable to isolate itself from the impacts.

B. National Security

Until recently, climate change received virtually no sustained analysis in either academic or policy circles as a potential threat to national security.105 In the last few years, however, a number of important studies on the topic have emerged from well-respected academic, government, and nongovernment sources. In 2008, the National Intelligence Council produced the most comprehensive analysis to date of the implications of climate change for U.S. national security over the next twenty years.106 According to news reports, the classified assessment concluded that climate change could destabilize fragile political regimes, exacerbate conflicts over scarce resources, increase the threat of terrorism, disrupt trade, and produce millions of refugees—all of which would seriously affect U.S. national security interests.107 The consistent message of these studies is that while climate change may not provoke national security threats by itself, it is certain to be a “threat multiplier,”108 exact-
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erobbing political instability around the world as weak or poor governments struggle to cope with its impacts. In especially hard hit nations, deteriorating economic conditions could lead to the fall of governments, creating, at worst, safe havens and, at best, fertile recruiting grounds for terrorist groups. Floods, droughts, and conflicts over scarce resources are projected to create refugees—“climate migrants”—potentially inflaming political tensions and burdening the already-stressed economies in host nations. Climate change also threatens to interrupt the free flow of trade in critical resources such as oil, gas, and other essential commodities on which the United States depends.

Though the message from the national security studies is unambiguous, none of the leading studies of economic impacts have tried to quantify these effects. It is possible, however, to provide a qualitative sense of potential threats that ought to be factored into any analysis of climate policy. We offer some examples below.

In Asia, rising global temperatures are projected to result in reduced agricultural productivity, shrinking supplies of drinkable water, and increased risk of flood, drought, and extreme weather events. Many glaciers in Asia could, at current rates of climate change, disappear within the coming decades. Such a disappearance would have serious long-term consequences for the half billion people in the Himalaya-Hindu-Kush region, and for an additional quarter billion people downstream, in countries like Pakistan, who rely on glacial melt waters for their water supply. In addition, cereal crop yields are expected to drop between 2.5 and 10% in South, Southeast, and East Asia, contributing to a risk of hunger for as many as fifty million people as soon as 2020.

These impacts will have spillover effects on the United States. For example, Bangladesh could find the fifth of its country comprised of low-lying regions uninhabitable by the end of the century. Bangladesh has already become a security concern for the United States as the impact of Islamic extremism has grown. The effects of population displacement from flooding, along with additional economic stress in an already unstable region, are likely to create fertile grounds for terrorist groups.

China, a rising international power of tremendous strategic importance to the United States, is also vulnerable to disasters precipitated by climate change. Climate change likely will affect China by reducing water supplies in the North, causing extreme weather in the South, and raising the sea level, threatening hundreds of millions of people in densely populated coastal regions. China faces serious indirect costs, as well, as it is especially vulnerable to unstable energy supplies in regions that will be among the hardest hit by climate change. A serious interruption of supply could considerably slow China’s growth, which could in turn undermine the legitimacy of the ruling Communist Party, leading to political instability. While this series of events is speculative, it is certainly plausible.

The impact of climate change on many nations in Africa is projected to be especially severe, with their high risk of impact and low adaptive capacity. Moreover, Africa possesses critical natural resources over which there is increasingly intense competition, and various countries in Africa pose a risk to the United States as potential bases for terrorist groups. Consider the impact of climate change on Nigeria, on which the United States increasingly depends for oil. Nigeria already faces severe challenges as rebel groups undertake attacks in an effort to disrupt oil production, and would risk further major domestic turmoil as a result of climate change. It is easy to imagine a collapse in oil exports due to a combination of increased rebel activity (fueled in part by more acute stresses for food and water throughout Nigeria and the continent) and
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a central government weakened by reduced agricultural production, flooding in Lagos, and already weak institutions. There is, of course, no way to predict exactly how these events might play out, let alone to quantify them. Yet, as is familiar from American history in the Middle East, the United States considers threats to its oil supply to be threats to its national security.

The United States has significant security interests in the Middle East as well. Among the threats to stability in this historically volatile region is the possibility of severe water shortages combined with rapidly growing populations. The Middle East and adjacent North Africa have 6.3% of the world’s population, but only 1.4% of its renewable freshwater. With the exception of Turkey, every country in the region depends on water that originates outside its borders. Climate change will likely adversely affect surface availability of major rivers in the region, like the Euphrates and the Tigris, which will increase in the winter and decrease in the spring. The danger here is that competition for freshwater will exacerbate existing regional tensions and perhaps lead to violent conflicts. This is entirely plausible given the history of serious conflicts over precious water resources in the region.

There is no satisfactory way to estimate the costs of these security concerns. Much depends on exactly which security issues arise and how the United States and others respond. We can, however, fairly conclude that climate change raises the stakes for the United States with respect to global security issues, and that this threat is likely to translate into economic costs as well. One could fairly respond to the scenarios described above by saying that they are highly speculative, virtually impossible to model, and extraordinarily challenging to quantify. Nevertheless, sensible policy cannot simply ignore the potential for climate change to trigger events that would be costly for the United States. To be sure, any projected costs must be discounted to reflect the uncertainties involved, but to simply ignore these risks is intellectually indefensible.

C. Migration

In many parts of the world, climate change will present challenges that make life not simply difficult, but impossible. When populations are unable to survive where they are, they will do what people have done in similar situations throughout human history: They will move.

On a small scale, migration can help to reduce the stress in some regions while bringing a needed increase in population to another. This has been, for example, the story of migration from East to West within the United States. On a massive scale, however, migration’s results are often much less benign.

To illustrate, consider the most likely source of spillover into the United States: migration from Latin America. Even now, the impact of unauthorized immigration on the United States is significant. Northern Mexico is expected to suffer severe water shortages as the earth warms, creating a large increase in U.S. immigration. If the United States is unwilling to admit larger numbers of Mexican immigrants legally, we can expect them to cross the border without authorization, amplifying the pressures and challenges of unauthorized immigration.

If history is any guide, racial animosities may be exacerbated as locals resist the arrival of new populations and the (real or perceived) impact on employment, political influence, social services—and competition for resources. Quite apart from one’s views on unauthorized immigration, substantial additional migration caused by climate change would have economic implications in North America.

While it is impossible to quantify the costs associated with climate-induced migration, the impacts will be real, and the appropriate political response will require U.S. resources. The fact that the leading economic models overlook such costs leads to an incomplete picture of what the United States stands to lose from climate change impacts that occur elsewhere.

D. Disease

Economic costs estimates to date have excluded transmission of disease into the United States as a result of climate change. The global disease burden will likely increase as a result of climate change as disease both becomes more prevalent in the world and the resources to contain disease become less available. Although scholars have anticipated...
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some of the adverse health impacts of climate change, current predictions are almost certainly low because of the inherent limitations of the models. This threat, like those posed by national security concerns, is difficult to quantify but nonetheless real.

The volume of population displacement discussed above likely will augment the extent of these health impacts. It is unlikely that the ultimate destinations of most refugees will be adequately prepared. Thus, public health infrastructure could be strained, likely in places where they are already quite fragile yet most needed. Even balanced with some positive health implications (such as decreased mortality from cold), the impacts of climate change on global health “will be overwhelmingly negative.” Additionally, climate change may have implications for the emergence of new diseases. Ecological changes factor directly in the emergence of new diseases, and indirect factors like migration and public health infrastructure breakdowns will likely be exacerbated by climate change.

The direct effects of disease on the United States are significant—climatic conditions in the United States are expected to become more hospitable to the root causes of pathogens like Lyme disease and West Nile virus—but the indirect effects are much greater.

Preventing the introduction and spread of infectious diseases is extraordinarily difficult and, depending on the nature of the disease, could prove impossible. Diseases arrive through a variety of pathways, including migration of people or animals, travel, and transportation of goods. West Nile virus, malaria, avian flu, monkeypox, SARS, and Rift Valley fever have all traveled across national borders through one or more of these means. As the global disease burden grows, the incidence of such transmissions (including to the United States) can be expected to grow as well. Given all of the possible pathways for transmission, no country can prevent the introduction of infectious agents without changes that seem politically and economically infeasible, such as substantial prohibitions on travel and radically reduced trade.

The economic costs associated with an outbreak are not simply the obvious ones of public health measures, treatment, loss of life, and reduced productivity, but also the economic ripple effects of employee absenteeism and substantially reduced demand on the services sector as people avoid contact with others. Infectious diseases can also travel on aircraft, as was demonstrated by the spread of SARS and avian flu in the mid-2000s. Both of these diseases were transmitted from Asia to North America and Europe via contagious individuals. The United States already recognizes the importance of other countries’ preparedness, surveillance and detection, and containment to reduce or prevent the spread of disease. President Bush and Congress authorized $434 million in expenditures to facilitate these activities in other nations and reduce the risk of a pandemic flu outbreak. U.S. Dep’t of State, United States International Engagement on Avian and Pandemic Influenza 2 (2007), available at http://siteresources.worldbank.org/INTEPHALFYEARYUPDATE/Resources/EAP-Brief-final-full2.pdf.
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affect animals, including valuable livestock.\textsuperscript{149} Taking these diverse costs into account, the total immediate economic effect of SARS in East Asia is estimated at 2% of the regional GDP at the time, although the number of deaths was limited to 800.\textsuperscript{150} Projections for an influenza pandemic are much higher.\textsuperscript{151}

SARS illustrates the difficulty and expense of controlling the spread of disease. In Taiwan, 151,270 people were quarantined and over 2.7 million passengers had their temperatures taken.\textsuperscript{152} Taiwan is a country with eighteen airports, only two of which are international, and a population of approximately twenty-three million people. Imagine the astronomical social and economic costs of trying to replicate that response for a country the size of the United States.

Imagine further what would be required in Indonesia, a country of 222 million people and seventy-one airports (seventeen of which are international). There, or in the many other places where the impact is expected to be far worse than in the United States, it is reasonable to assume that public health infrastructure will be more strapped, that public officials will be more overwhelmed, and that governments with already-fragile economies will be more concerned about the economic consequences of reporting outbreaks. Thus, the United States can expect more delays and less openness from affected nations when it comes to reporting potential infections—the direct opposite of the integrated global alert and response system that the World Health Organization (WHO) says is necessary to prevent widespread outbreaks.\textsuperscript{153} In the interconnected modern world, the United States not only is susceptible to imported diseases, but also heavily dependent on cooperation with other nations to prevent and limit outbreaks.

IV. The Rational Case for Action

The dilemma of climate change is often described (accurately) as a collective action or public goods problem.\textsuperscript{154} No single country has an incentive to control its GHG emissions optimally because the cost of those emissions are borne by all countries, while the benefits are enjoyed entirely by the emitting state. The standard prediction of such problems is that each player, if behaving rationally, should “free ride” on the efforts of the others.

One might think, therefore, that it is in the self-interest of the United States to do nothing, or very little. A slight variation is that the United States should not act unless all other major contributors to climate change also take action. A common argument in contemporary political discourse is that American business, especially energy-intensive trade-exposed manufacturers, will be put at a competitive disadvantage if countries like China do not adopt comparable mitigation measures.\textsuperscript{155} Thus far, high emitting developing countries—notably India and China—have signaled their reluctance to make binding commitments.\textsuperscript{156} The result is a dangerous stalemate.

We certainly agree that the problem of climate change is global and requires a collective solution by the major emitters and largest emerging economies. Even aggressive domestic mitigation efforts by the United States could not, without more, stabilize and mitigate its effects. Yet that reality does not answer the question whether it is in the interest of the United States to address climate change—to cut emissions at home and subsidize reductions elsewhere—even in the face of reluctance by some other major emitters to act.

In the face of a collective action problem, large players may internalize enough benefits to justify an investment in the production of those goods. Every player, large or small, has an incentive to take action up to the point where the marginal cost of further action equals the marginal benefit. A large hegemonic player like the United States internalizes a significant fraction of the global gains, making it worthwhile to bear at least some costs.

To illustrate, consider the (admittedly controversial) estimates provided by the Stern Review, placing the annual cost of stabilizing GHGs at approximately 1% of global GDP by 2050.\textsuperscript{157} World GDP in 2007 was approximately $54 trillion, $13.8 trillion of which was accounted for by the United States.\textsuperscript{159} The estimated cost of a global stabilization of GHGs, then, would represent less than 4% of American GDP. Even if the Stern Report understates stabilization costs dramatically, the costs to the United States of failing to act are likely to remain larger than the total
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global costs of acting. If, for example, one doubles the Stern estimate, the total global cost of stabilizing GHGs is 8% of U.S. GDP. As shown in Table 3 below, the cost of climate change to the United States is likely to exceed 10% of GDP.

Consider now that, taken together, the United States and the EU account for 58% of global GDP. If they were, jointly, to bear the global cost of stabilization the impact would be less than 2% of their combined GDP. Broading the pool of countries further, the cost of stabilization would be approximately 1.3% of the GDP for OECD countries.

Assuming GHGs could be stabilized at 500-550ppm by 2050, and the total global cost of doing so would be approximately 4% of U.S. GDP, we have figures against which to compare the costs of climate change. The following table provides a partial summary of how the conventional assessment of economic harm to the United States might be adjusted, accounting for the factors we have discussed that cause that conventional estimate to understate harms.

### Table 3: Quantitative Adjustments to Conventional Estimates of Climate Change Impacts

<table>
<thead>
<tr>
<th>Factors Considered</th>
<th>Conventional Estimates of Reduction in U.S. GDP (%)</th>
<th>Marginal Impact on Annual GDP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional IAM Estimate</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Optimism About Temperature Rise</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Asymmetry Around Point Estimates</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>Catastrophic Events</td>
<td>0</td>
<td>0.5-3</td>
</tr>
<tr>
<td>Nonmarket Costs</td>
<td>0</td>
<td>1.4-3.5</td>
</tr>
<tr>
<td>Export Losses</td>
<td>0</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>SUBTOTAL</strong></td>
<td><strong>0.5</strong></td>
<td><strong>5.4-10</strong></td>
</tr>
<tr>
<td>Growth and Productivity</td>
<td>0</td>
<td>Double Above Impacts</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>0.5</strong></td>
<td><strong>10.8-20</strong></td>
</tr>
</tbody>
</table>

Several factors discussed in this Article are omitted from the above table because we are unable to estimate their impact in quantitative terms. It is important not to lose sight of these potential harms, which are presented in Table 4.

### Table 4: Qualitative Adjustments to Conventional Estimates of Climate Change Impacts

<table>
<thead>
<tr>
<th>Factors Considered</th>
<th>Examples of Impacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-Sectoral Effects</td>
<td>If climate change affects energy prices, agriculture will be affected</td>
</tr>
<tr>
<td>Supply Shocks from Abroad</td>
<td>Energy prices</td>
</tr>
<tr>
<td>Global Financial Markets</td>
<td>Impact on American investments abroad; lending to fund current account deficit</td>
</tr>
<tr>
<td>National Security</td>
<td>Political Destabilization; resource conflicts; need for military response (e.g., total cost of Iraq War to 2009 = $3 trillion)</td>
</tr>
<tr>
<td>Migration</td>
<td>Racial and ethnic tensions, undocumented immigration.</td>
</tr>
<tr>
<td>Disease</td>
<td>Pandemics; new diseases</td>
</tr>
</tbody>
</table>

The impacts presented in Table 4 are not minor. National security, for example, could easily generate costs that exceed any of those listed in Table 3. The estimate produced in Table 3, therefore, most likely understates the full impact of climate change.

To be sure, the figures presented above are highly speculative. Yet the impacts we have identified and sought to quantify represent a critical set of issues for policy debates about climate change. We are confident that estimating each of these effects to be zero (as is often done) is much less accurate.

With these limitations in mind, what is the lesson for U.S. policy? If we simply tally the effects presented above in Table 3, the resulting impact of climate change on GDP reaches 7.7%, excluding the impact on growth and productivity. If we follow Fankhauser and Tol, estimating that capital accumulation effects on productivity would double this figure, the total decrease in GDP is 15.4%. To this, one would have to add the factors from Table 4.

If one accepts the estimate of a 15.4% impact on the United States (or even 7.7%), and if one accepts that the global cost of action would be about 4% of U.S. GDP, the obvious conclusion is that the United States would be better off paying the full cost of mitigating the impact of climate change by itself rather than allowing the world to continue in a “business as usual” fashion. This result is even stronger if Europe and perhaps the rest of the OECD are assumed to participate.

The point here is not that the United States should actually bear these costs alone (or even that it could do so if it wanted to). Rather, the point is that it may still make sense
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for the United States to invest in mitigation without waiting for every other major country to act. While the problem is indeed a collective action problem, free riding is not a rational strategy for a player as large as the United States.

At a minimum, all of this suggests that the United States should put considerable energy into the negotiation and entry into force of an effective international treaty to address climate change concerns. Beyond that, it suggests that if such a treaty is not possible in the near term, the United States may wish to enact significant domestic measures to reduce domestic emissions of GHGs.

This argument is subject to an important caveat about the impact of the discount rate on the analysis. There is a dramatic difference between expenditures today and costs borne many years in the future. To evaluate costs and benefits across time it is necessary to specify some discount rate, and the choice of discount rate is the source of much debate within climate change discussions. Our own view is that a low discount rate is more appropriate, and our reasons reflect those that have already been discussed in the literature.\footnote{166 We simply flag the issue here, noting that if one chooses a sufficiently high discount rate, even the costs and benefits mentioned above will not support an argument for substantial expenditures today.}

There remain some potentially credible arguments against unilateral action by the United States, including the futility, leakage, and fairness arguments we mentioned in the introduction. Although we do not tackle them in detail here, the persuasiveness of these arguments is not self-evident. The first two require an empirical defense: how much mitigation is so little that it is not worth acting? Will unilateral action in fact lead to massive flight of energy intensive industry? The third argument requires a normative defense. We note only that there are certainly competing views on this question.

Although it is conceivable that a credible U.S. threat to do nothing until the major emerging economies agree to share the burden of mitigation could increase the prospects of persuading other countries to participate in a new global climate change regime, the climate change winner argument is fatally flawed regardless. This Article will have succeeded if the strategic question of how best to induce cooperation becomes the focus of the climate change debate, and the climate change winner argument is abandoned.

\section{Conclusion}

Our goal in this Article has been to debunk the climate change winner argument, which suggests that because the United States will fare better than many nations of the world as global temperature increases, it is not in the interest of the United States to take aggressive action to mitigate greenhouse gas emissions.

Our argument shows that the leading economic models of climate change’s impacts are methodologically limited in ways that systematically skew toward an understatement of costs. The models understate some impacts because of their optimistic assumptions about the rate and magnitude of warming and fail to account for certain categories of impacts that are difficult to quantify. In addition, leading models tend to adopt a myopic single economy view that does not account for international spillover effects. We think this kind of mistake is the linchpin of the climate change winner argument: the argument only succeeds if we assume that climate change impacts in other parts of the world do not reverberate in the United States.

Economists may well appreciate these shortcomings, but policymakers may not. It would be irresponsible to base policy recommendations on current models without acknowledging their significant limitations. A more developed accounting of the costs associated with climate change not only calls the climate change winner argument into question but shows it to be wrong.
RESPONSE

Comment on Climate Change and U.S. Interests by Freeman and Guzman

by Laurie T. Johnson and Daniel A. Lashof

Laurie T. Johnson is a staff member of the Natural Resource Defense Council’s Climate Program.
Daniel A. Lashof is Director of the Natural Resources Defense Council’s Climate Center.

I. Introduction

In this sobering article, Freeman and Guzman (FG) challenge the argument that the United States could be a “climate change winner,” which asserts that, due to its temperate climate and advanced economy, climate change will benefit the United States relative to other countries or even in absolute terms. They argue that, setting aside any moral argument that the United States has an obligation to act aggressively to reduce emissions, it is independently in its self-interest to do so.

The article for the most part focuses on systematic downward biases in economic damage estimates, including: (1) undue past and present optimism about future warming; (2) symmetric treatment of uncertainties that have asymmetric impacts on damages; (3) failure to account for catastrophic events, non-market costs, cross-sectoral impacts, and impacts on productivity; and (4) failure to account for the ways in which climate change impacts abroad, including increased food and water scarcity, extreme weather events, and disease outbreaks, could affect U.S. economic and military security.

The authors conclude with a rough benefit-cost assessment. They add up a collection of estimates for several damages missing from the models, and compare these against the cost of mitigation for a 500-550 parts per million stabilization scenario in 2050. They find that the benefits to the United States of mitigation exceed the costs: for a global expenditure equal to 4% of U.S. gross domestic product (GDP), the United States could avoid damages equal to 15% of GDP—an estimate that still excludes many potentially severe damages they identify.

FG concede that any individual damage estimate in this exercise might not stand up on its own. Nevertheless, they argue, the sum of them provides a more accurate and reliable figure than one that ignores them altogether.

We think this conclusion is sound and can think of several other factors that would increase the benefit-cost ratio in further support of FG, including current impacts of climate change that are outpacing expectations, appropriate discount rates, equity weighting, and risk aversion. We discuss these in Sections II and III below. We then shift focus in Section IV, and ask a bigger question: is benefit-cost analysis the best way to answer the “climate change winner” question? While we commend the authors’ valiant attempt—papers like this are unavoidable in climate policy debates and need to be written—huge risks and path dependency make cost-benefit analysis a poor instrument for assessing appropriate climate policies. We suspect the authors agree, but that they realistically recognize that winning the debate in a benefit-cost framework is important, given its predominant influence in economics.

II. Current Impacts

Although damage estimates represent impacts from additional emissions above baseline levels, the paper would benefit from a discussion of U.S. impacts already underway, because they suggest the severity of future damages caused by inaction. We make three observations: (1) the inventory of current impacts is largely negative, and shows that even small changes in global temperature can lead to high damages; (2) average global temperature changes mask variation—some regions have experienced increases far above the average; and (3) adapting to these impacts has proved difficult.

The list of current negative impacts associated with climate change in the United States is staggering; it would be impossible to do it justice in a short comment. To note just a few: large-scale forest dieback; record numbers and sizes of forest fires; record floods and other heavy precipitation events; record heat waves; record pest and insect outbreaks; increased pollen production and asthma rates; population relocations from impacted coastal areas; sinking infrastructure above melting permafrost; stresses on energy and water systems, including salinization of fresh water supplies and early winter snowpack melting; ocean acidification; coral reef destruction; loss of sea ice, wildlife,
and wildlife habitats; rapidly melting glaciers; and declines in cold-water fish populations.

An increase of only 1.5 degrees F in average global temperatures is associated with all of these changes, some still not fully materialized due to lags in the system. Many of these changes have been large in magnitude and have obvious economic impacts. Some statistics from a recent report: the number of days with very heavy precipitation increased from 12% to 58% across different regions of the United States from 1958-2007 (p.44); since the mid 1980s, the average number of acres burned in forest fires increased from 45 to approximately 100 (p. 82, 5 year average); in the Cascade Mountains in the Northwest, snowpack declined by an average of 25% over the past 40 to 70 years, with some areas losing up to 60% (p.135); between 1999 and 2007 reservoirs in the Colorado River system, which supplies over 30 million people, lost approximately half of their water storage after the worst drought in 100 years of record keeping; Alaska average winter temperatures have increased by 6.3 degrees F, and the Midwest and Great Plains more than 7 degrees F (p.139 and 9, respectively); since 1992, the number of extreme weather electricity grid disturbances increased 10 fold (p.58); since 1999, 28,000 cases of West Nile virus have been reported, with over 1,100 deaths (p.95); between 1995 and 2009, the seasonal length of allergenic ragweed pollen production increased by as much as 44%. The list goes on and on.

The report finds very few adaptation measures being taken in response to these strains. And, against all of the negative impacts, only a handful of positives, e.g., slightly longer growing seasons, reduced heating demand (but increased cooling demand), and increases in warm water fish species.

In addition to the impacts FG detail, these observations further suggest that damage estimates are too low, in particular estimates currently being used to inform U.S. climate policy. In February 2010, the U.S. government published its first official damage estimate for use in regulatory impact analysis. One of the models it used predicted net benefits from warming up to almost 5.4 degrees F (3 degrees C; FUND model); the impacts already under way suggest this is unrealistic. The models have also been criticized for making overly optimistic adaptation assumptions. For example, the default version of PAGE2002 assumed that in developing countries, eventually 50% of economic damages (e.g., property damage from rising sea levels) would be eliminated by low cost adaptation. In the wealthier OECD countries, it assumed that 100% of the economic damages resulting from the first 3.6 degrees F (2 degrees C) of warming, and 90% of economic damages above 3.6 degrees F, would eventually be eliminated.

For non-economic (e.g., impacts on wilderness areas and animals) and non-catastrophic damages, adaptation is assumed to eventually remove 25% of impacts everywhere. Current trends make adaptation assumptions like these implausible.

III. Discount Rates, Equity Weighting, and Risk Aversion

The inability to monetize impacts clearly keeps damage estimates low. Of equal importance are three parameters imposed upon the damages that actually are monetized, but were not addressed in detail by FG. The first is the social discount rate, used to compare costs and benefits now to those in the future, the second is equity weighting, used to compare the impact of costs imposed on poor countries compared to rich ones, and the third is risk aversion, used to capture the fact that people are willing to pay premiums to reduce risks.

A. Discount Rates

FG note in their conclusion that sufficiently high discount rates could make the costs of mitigation appear higher than the benefits. The flip side of that is that a low discount rate could do the reverse, independently of the additional damages they discuss.

5. The updated version of PAGE, PAGE09, has significantly revised adaptation assumptions that better reflect observed trends. After the first 1 degree C of warming, only 15% of economic damages from the next 2 degrees C can be eliminated in developing countries, and 30% in developed. Economic damages beyond 3 degrees C total of warming can no longer be eliminated anywhere by low cost adaptation. 15% of non-economic damages up to 2 degrees C can eventually be removed by adaptation, and (as in PAGE2002) no adaptation is assumed to be possible for catastrophic damages in PAGE09. Id.
7. The social discount rate is used for assessing social costs and benefits, including externalities, in contrast to the private discount rate, which is used to assess private investments.
Guidelines by the U.S. Environmental Protection Agency (EPA) stipulate a social discount rate of 1% to 3% for impacts spanning multiple generations, while the U.S. Office of Management and Budget prescribes a social discount rate of 3% to 5%, allowing for sensitivity analysis from 1% to 3% for intergenerational impacts. Yet, in calculating its damage estimate (called the “social cost of carbon,” or SCC), the U.S. government chose 2.5%, 3% and 5%. It used the SCC with the 3% rate as its main (or “central”) estimate, arriving at a value of $21 per ton of CO2. At 2.5% and 5%, respectively, the SCC was $35 and $4.7. Using the same models but proscribed intergenerational discount rates produces much higher SCCs. Johnson and Hope8 re-ran the models used by the government, obtaining SCCs of $266, $122, and $62, for discount rates of 1%, 1.5% and 2%.

FG discuss the need to use a full probability distribution for climate sensitivity estimates rather than point estimates, due to the convexity of impacts for any given temperature increase (as temperature increases, damages estimates, due to the convexity of impacts for any given temperature increase increase for climate sensitivity estimates rather than point estimates). An interesting parallel can be made with respect to the discount rate: it is also convex, with damage estimates increasingly higher the lower the discount rate. For example, an estimate of the SCC using a probabilistic 1% versus 3% discount rate, each with an equal chance of 50%, would yield an SCC of approximately $144,9 compared to the deterministic value of $62 at the 2% midpoint. A similar calculation with 1% versus 5% yields approximately $135,10 compared to a value of $21 at 3%, Both of these increase the $21 estimate by more than 6 fold.11

For comparison purposes, the Administration’s central estimate SCC of $21/ton of CO2 would imply total damages from today’s emissions of roughly 1% of current US GDP ($21 x 7 billion tons annual emissions/$14 trillion). Assuming a central discount rate of 2% in the 1% to 3% intergenerational range translates to 3% of GDP ($62/ton of CO2), a probabilistic discount rate between 1% and 3% yields 7.2% of GDP ($144/ton of CO2), and a probabilistic discount rate between 1% and 5% translates to 6.8% of GDP ($135/ton of CO2). Taking FG’s estimate of 4% U.S. GDP mitigation cost, the discount rate alone flips the sign of GDP mitigation cost, the discount rate alone flips the sign of GDP ($144/ton of CO2)

FG’s argument does not rely upon any moral obligation the United States might have to bear a larger mitigation burden than poor countries—in fact, it is explicitly distinct from it. But it is interesting to see what happens to the SCC if one tries to account for inequitable climate impacts. One common way to do this in benefit-cost analysis is through equity weighting, which assigns more weight to each additional dollar of damage incurred as income levels decline. An equivalent amount of damages will thus be valued more for a low income than high income region. The method reflects the economic concept of diminishing marginal utility of income, which stipulates that as income increases, the utility obtained from each additional dollar is less. With losses in income resulting from climate damages, the concept works in reverse. Like discounting, equity weighting turns out to have a huge impact on the SCC. Johnson and Hope also re-ran the government’s estimate using the most common equity weight in the economics literature (a value of 1 for the “elasticity of marginal utility”). They found that for the government’s central estimate (at the 3 percent discount rate), the SCC could increase by as much as 11 fold.

One question that emerges from this discussion is whether a high discount rate could outweigh the effect of a more complete representation of damages as advocated for by FG. In this instance, the authors would need different criteria from benefit-cost analysis to make their case.

Yohe and Hope12 conducted such an exercise, by comparing the effect of changing climate sensitivity assumptions and the shape of the damage function in PAGE09 with changing the discount rate. They found an increase in the SCC resulting from increasing expected damages of about $80, versus a $70 decrease from increasing the discount rate.13

B. Equity Weighting

FG’s argument does not rely upon any moral obligation the United States might have to bear a larger mitigation burden than poor countries—in fact, it is explicitly distinct from it. But it is interesting to see what happens to the SCC if one tries to account for inequitable climate impacts. One common way to do this in benefit-cost analysis is through equity weighting, which assigns more weight to additional dollar of damage incurred as income levels decline. An equivalent amount of damages will thus be valued more for a low income than high income region. The method reflects the economic concept of diminishing marginal utility of income, which stipulates that as income increases, the utility obtained from each additional dollar is less. With losses in income resulting from climate damages, the concept works in reverse.

Like discounting, equity weighting turns out to have a huge impact on the SCC. Johnson and Hope also re-ran the government’s estimate using the most common equity weight in the economics literature (a value of 1 for the "elasticity of marginal utility"). They found that for the government’s central estimate (at the 3 percent discount rate), the SCC could increase by as much as 11 fold.

C. Risk Aversion

Taking into account risk aversion in the standard benefit-cost framework can also increase the SCC significantly. In an exercise similar to the Yohe and Hope analysis discussed above, Anthoff, Tol, and Yohe14 compared the effects of discounting versus risk aversion on the SCC. They found that, using market-based discount rates (which are substantially higher than social discount rates), adjusting for risk aversion increased the SCC from approximately $11/tCO2 to $32/tCO2.15

---

9. (5.1 x $266) + (5.1 x $21) = $144.
10. (5.1 x $266) + (5.1 x $4.7) = $135.
11. See Hope, supra note 4. One of the models used by the government, PAGE2002, treats the discount rate probabilistically using a triangular distribution, but this feature was turned off for the U.S. government’s estimated SCC by specifying a constant discount rate, consistent with the other two models used by the government (FUND and DICE).
13. For details of the methodology the authors used to determine how much to change the assumptions, the reader is referred to the original paper. The calculations here are based upon adding the changes in the SCC resulting from the two changes made in the damage assumptions, as well as adding the changes resulting from increasing two components of the discount rate—the pure rate of time preference and the marginal elasticity of utility.
15. Converted from t/C in the original paper.
IV. Strategic Risk Management

Although the benefit-cost case the authors make is necessary in the policy debate, and the incorporation of low discount rates, equity weighting or risk aversion further increase the benefit-cost ratio of reducing emissions, we contend that the framework is not the most appropriate way to assess climate policy. The benefit-cost decision rule stipulates mitigating emissions up to the point where the marginal cost of reducing a ton of CO₂ is equal to the marginal benefit. This paradigm works well for analyzing policies with known and quantifiable impacts if technology is static (technically, cost-benefit analysis assures economically efficient policies under conditions of perfect information and invariant production possibility frontiers). For example, cost-benefit analysis may be a good way to decide whether a new baseball stadium deserves public subsidies, but we don’t use cost-benefit analysis to make strategic foreign policy decisions, such as whether to side with the pro-democracy protesters or the Mubarak regime in Egypt.

With climate change, the conditions required for a sensible cost-benefit analysis don’t hold. We don’t know what the impacts will be. We don’t know if, or how many, catastrophic outcomes will occur. And we don’t know how to quantify the vast majority of impacts, especially “non-market” damages, such as the intrinsic value of species or ecosystems. (Perversely, economic models often cap damage estimates at the value of GDP, which excludes the very things missing from the models, non-quantified market and non-market damages—yet these damages could be orders of magnitude higher than GDP.)¹⁶

On the other side of the ledger, we don’t know how much it will cost to reduce emissions, or even if there will be net costs or net benefits from emission reduction strategies, excluding avoided climate change damages. A key reason these costs are unknown is that economic models can’t predict innovation, even though this is the primary engine of economic growth in advanced economies. For example, climate policies designed to reduce CO₂ emissions from automobiles stimulates innovation in electric vehicle technology, which also has economic and security benefits by reducing U.S. dependence on petroleum.

Under these conditions, benefit-cost analysis loses its ability to inform rational policy. In a sense, it is a distraction from what might more appropriately be viewed as a strategic decision to invest in carbon-reducing innovation and minimize the risk of catastrophic losses from climate disruption.

People’s “revealed preferences” in insurance markets reflect the desire to avoid catastrophic losses even if it costs them more in insurance premiums than the expected value of the payout received. The best analogy is probably life insurance. Parents are willing to pay for policies with negative expected returns in order to protect their children from the low probability, but catastrophic, event of parental death. Risk and losses are reduced in a financial sense, but not all damages can be completely compensated.¹⁷ While incorporating risk aversion within the benefit-cost framework as discussed above is a step in the right direction, it is still in a framework of maximizing expected returns rather than minimizing losses.

Even if economic models were changed to reflect the authors’ concerns of missing damages and catastrophic risk, resulting increases in the SCC could be “undone” by making conservative discount rate assumptions, or still result in “too low” an expected damage due to low probabilities being assigned to bad outcomes, or an unwillingness by decisionmakers to equity weight or adjust for risk aversion, as was the case with the U.S. government’s SCC.

The benefit-cost framework of expected damages versus benefits can still give the “wrong answer,” because it asks the wrong question. Instead, the vast picture of uncertainty the authors paint, including the volume and magnitude of the potential damages they enumerate, suggests a risk management approach. They provide an impressive exposition of how Martin Weitzman so aptly describes the problem:

There exists here a very long chain of tenuous inferences fraught with huge uncertainties in every link beginning with unknown base-case GHG emissions; then compounded by huge uncertainties about how available policies and policy levers transfer into actual GHG emissions; compounded by huge uncertainties about how GHG-flow emissions accumulate via the carbon cycle into GHG-stock concentrations; compounded by huge uncertainties about how and when GHG-stock concentrations translate into global mean temperature changes; compounded by huge uncertainties about how global mean temperature changes decompose into regional temperature and climate changes; compounded by huge uncertainties about how adaptations to, and mitigations of, climate-change damages are translated into utility changes—especially at a regional level; compounded by huge uncertainties about how future regional utility changes are aggregated—and then how they are discounted—to convert everything into expected-present-value global welfare changes. The result of this immense cascading of huge uncertainties is a reduced form of truly stupendous uncertainty about the aggregate expected-present-discounted utility impacts of catastrophic climate change, which mathematically is represented by a very spread out, very fat-tailed PDF [distribution] of what might be called “welfare sensitivity” . . . [with] the value of “welfare sensitivity” . . . effectively bounded only by some very big number representing

¹⁶ Many environmental goods could, in theory, be exchanged in markets but currently are not. They are therefore not reflected in GDP—which measures the monetary value of all goods and services exchanged in the economy. In addition, there are “non-market” environmental goods, which cannot be exchanged in private markets, such as the aesthetic value of clean air or the “existence” value of a species or ecosystem. Economists conduct surveys to estimate what people are willing to pay for market and non-market goods that are not bought and sold in markets. The number of these is very large, making GDP a poor estimate for wealth and welfare.

¹⁷ It is important to note that risk management does not address moral arguments with respect to poor countries and future generations unless the level of risk reduction chosen by the United States is the same as what those populations would choose.
something like the value of statistical civilization as we know it or maybe even the value of statistical life on Earth as we know it.  

The only sensible policy that emerges from this picture is one that reduces probabilities of catastrophic outcomes by strategically investing in a clean energy future.

---

Economic analysis occupies a central role in national debates over climate and energy policy. As the scientific consensus on climate change becomes clear and unambiguous, the case for inaction on climate change is increasingly argued on grounds that it will be too costly to initiate more than token initiatives. While many scientists advocate stringent emissions targets aimed at stabilizing atmospheric greenhouse gas concentrations during this century, recent economic models of climate change recommend a more cautious approach, involving only modest early actions to limit emissions with gradually increasing limits over time. Freeman and Guzman provide an excellent reckoning of the “fatal flaws” in economic analyses of climate change impacts that explain the disconnect between climate science and economics.

There is a large and growing literature in economics that demonstrates rigorous economic support for immediate, large-scale policy responses to the climate crisis. Two years ago, colleagues and I at Economics for Equity and the Environment Network surveyed this literature and compiled an online reader’s guide called the Real Economics of Climate Change.

This literature reflects a healthy debate within economics over the integrated assessment models (IAMs) that contribute much of the grist for the “climate winner argument” that Freeman and Guzman critique.

IAMs compare the expected costs of emissions reduction against the expected benefits of avoided climate change for the purpose of identifying the “optimal” policy response. If the models do a poor job translating the predictions of climate scientists into economic impacts, or if the models overstate the costs of reducing emissions, the models will recommend very modest emissions reduction (or none at all). Identifying the contestable assumptions and limitations of IAMs is an important part of debunking the climate winner argument.

On the surface, IAMs look very similar to the large-scale computer models that have helped build the scientific consensus around climate change and have a good reputation in the scientific community. Climate science models, however, are grounded in physical laws that are well-established both theoretically and empirically. Their extensive descriptions of the physical processes of climate change are testable either directly or indirectly through “backcasting” of historical climate data. In contrast, IAMs, like all economic models, are assumption driven.

IAMs use the same discounted utility framework that underlies most economic analysis. They start from a particular understanding of human nature and preferences and seek to identify the choices that will maximize the satisfaction of those desires. Climate outcomes enter the analysis as factors that increase or decrease human satisfaction. The “optimal” target is not a safe or pre-determined climate stabilization level, but rather the maximum subjective satisfaction.

Climate change poses significant challenges to the discounted utility framework. For one, it demands a comparison of mitigation costs in the present to the benefits of avoided climate change in the future. To compare welfare across generations, economists must decide how much additional weight to attach to present outcomes over future outcomes. When economists discount the future, the present value of the harms caused by future climate change can shrink to the point where it is hardly “worth” doing anything in the present to avoid climate change. The results of IAMs are highly sensitive to the choice of discount rate, but there is no “right” discount rate to use. The choice of discount rate reflects contestable assumptions about the future growth rate of the economy, the
opportunity cost of capital, and society’s preference for present versus future outcomes.\(^5\)

The discount rate dilemma is widely acknowledged, but often dismissed as simply a normative issue. Normative assumptions, however, can be just as important as the technical details. As one leading critique of IAMs states:

A present generation that cares nothing about the fate of future generations will do nothing to preserve the stability of the Earth’s climate, and no economic calculations can show otherwise. But whether and how much people care about the future can be represented in various ways—through the rate of subjective time preference in optimal growth models, through the weighting of different generations’ welfare in overlapping generation models,\(^6\) through thought experiments in which the generations are able to transact with one another—and the results, not unexpectedly, will reflect the depth and strength of the intergenerational ties.\(^8\)

The second area where climate change poses problems for the discounted utility framework involves estimates of climate change impacts. IAMs rely heavily on future predictions about how human societies and natural systems will respond to carbon dioxide concentrations and temperatures that are outside of the range of human experience. To deal with uncertainty, these models typically focus on likely climate impacts based on extrapolation from limited data and case studies; this approach minimizes the importance of uncertain but potentially catastrophic climate impacts. The extreme events have the potential to cause the greatest human suffering and economic disruption. Freeman and Guzman explain how IAMs exclude whole categories of impacts that are difficult to quantify, interrelated, and stem from international spill-over effects.

Even if IAMs could give more inclusive treatment to a wider range of climate impacts, and could better account for low probability but potentially catastrophic climate events, they would still confront the unavoidable problem of assigning meaningful monetary values to human life, health, and natural ecosystems.\(^9\) Inevitably, this entails value judgments. This means that even if IAMs could achieve greater precision in predicting climate impacts, they cannot match the rigor and scientific objectivity of their climate science counterparts.\(^10\)

Compounding this problem is the fact that many IAMs include dubious benefits from warming temperatures in the short term. These benefits include things such as longer growing seasons, subjective preferences for warmer temperatures, increase in summer recreational activities, and declines in cold-related deaths. These benefits, even if they were to manifest, seem to be of a very different order of magnitude than the impacts to fresh waters supplies, food systems, public health, and ecosystems that scientists warn are possible if temperatures exceed 2 degrees Celsius.\(^11\)

At high enough discount rates, however, short-term benefits will outweigh climate change damages in the distant future. For example, Richard Tol’s widely cited analysis of climate damages based on the FUND model projects that the world will actually be better off in economic terms from the first 3 degrees Celsius of warming.\(^12\)

Third, climate economic modeling involves estimates of mitigation costs that misrepresent the dynamic, socially determined nature of technological change. Estimating mitigation costs in dollar terms is more straightforward, in principle, than measuring mitigation benefits. The adoption of energy-efficient equipment, appliances, industrial processes, and automobiles, as well as more widespread use of combined heat and power technologies, wind energy systems, solar panels, and other measures for reducing emissions all involve purchases of marketed goods and services whose attendant cash flows can be easily counted. The evolution of these technologies is uncertain, however, particularly over the long time periods involved in climate modeling. IAMs typically invoke pessimistic assumptions about the pace and direction and technological change that tend to overestimate the costs of achieving emissions reduction targets. These models typically do not account for the emissions reduction potential of energy efficiency improvements, learning-by-doing, and the positive role public policy can play in steering investment choices and promoting technological change. Instead, IAMs assume an annual rate of productivity improvement in energy use, which leads to a paradoxical result: if climate change is a long term crisis, and technological change will make it easier and cheaper to reduce emissions in the future, the “optimal” solution is to wait before addressing climate change.\(^13\)

---

5. See id.
8. Ackerman et al., supra note 3.
9. See Frank Ackerman, Can We Afford the Future: The Economics of a Warming World (2009), for a lengthier discussion.
10. Ackerman et al., supra note 3.
11. Researchers have steadily decreased earlier estimates of potential near term benefits to agriculture from climate change. Any near term potential benefits from longer growing seasons and increased CO2 fertilization are now expected to decline as temperatures rise steadily in the century; as weeds, pests, and diseases flourish under the new climate conditions; and as the incidence of extreme weather events rises. Wolfram Schlenker & Michael J. Roberts, Nonlinear Temperature Effects Indicate Severe Droughts in U.S. Crop Yields Under Climate Change, 106 PROC. N AT. ACAD. SCI. 15594 (2009); William Cline, Washington, DC: Center for Global Development & Peterson Institute for International Economics, Global Warming and Agriculture: Impact Estimates by Country (2007), available at http://www.cgdev.org/content/publications/detail/14090.
13. See Ackerman et al., supra note 3.
Can integrated assessment models be “fixed” to provide better estimates of the economic costs and benefits of avoiding climate change, or should we abandon the discounted utility framework entirely in favor of some alternative approach?

We know that IAMs that use lower discount rates and more fully account for impacts of climate change yield higher estimates of damages that seem more in-line with the predictions of climate science. The Stern Review, for example, represented a real advance over standard practice in economics by using a much lower discount rate and better methods for estimating the effects of uncertainty in many climate parameters. Yet even Stern’s results, which were widely embraced by climate advocates and denounced by many economists, likely underestimated the damages from climate change.14

Recent economic research has proposed new ways of dealing with the uncertainties inherent to climate change.15 The work of Martin Weitzman is path breaking in this regard. According to Weitzman, in a world with uncertain future outcomes, the best available estimate of the true probability distribution has fat tails. If people are risk-averse, as some evidence might suggest, the avoidance of losses from worst case scenarios dominates decision making.16 As Weitzman argues, fine-tuning estimates of the most likely climate damages is less important that determining how bad and how likely the worst case scenarios of climate change really are. As Ackerman et al. state:

14. See Nicholas Stern et al., The Stern Review: The Economics of Climate Change 105 (2006); William D. Nordhaus, A Review of The Stern Review on the Economics of Climate Change, XLV J. ECON. LIT. 686 (2007). Stern’s model assumes that adaptation will eliminate 100% of the impacts on the US from the first 3.6°F of warming. Not surprisingly, the Stern Review predicts that US damages from climate change by 2100 will be small, equivalent to roughly one-half of a percent of current U.S. GDP (roughly $140 billion) on an annual basis from now into the future. Frank Ackerman & Elizabeth Stanton, Natural Resource Defense Council, The Costs of Climate Change: What We’ll Pay if Global Warming Continues Unchecked (2008) adapts the PAGE model used by the Stern analysis by removing adaptation efforts and including catastrophic risks. Using the revised PAGE model, they estimate that the annual costs to the US from climate change could reach 3.6% of U.S. GDP by 2100.


16. For example, young couples that purchase life insurance can be said to be risk-averse. Homeowners rarely find a compelling reason to go without fire insurance, even when not required to by the terms of a mortgage. The probabilities in any given year of a home burning down or a healthy young person dying are measured in the tenths of one-percent, but the impacts, should the unlikely events occur, are substantial. This suggests that people routinely insure themselves against personal catastrophes that are less likely than worst-case climate catastrophes for the planet. See Ackerman et al., supra note 3, for a lengthier discussion.

There is little doubt that the 95th percentile, or 98th percentile, of possible adverse climate outcomes over the next century (to pick two arbitrary points out in the tail of the distribution) looks like the devastation of the planet in a science-fiction dystopia, not like a matter for carefully weighing costs and benefits.17

Though we may be able to improve integrated assessment modeling, we cannot escape entirely from the fundamental limitations of the discounted utility framework as applied to climate change. Stabilizing the earth’s climate system is as much a scientific and moral issue as it is an economic issue. There are limits to applying cost-benefit analysis to climate change when the damages accrue to future generations and involve consequences for human lives and ecosystems that are virtually incalculable and uncertain. Precaution, risk assessment and risk management may be more appropriate frames for evaluating climate policy.

The appropriate role of economics in climate policy debates should not be to determine the optimal level of emissions reduction. Emissions goals should be informed by the best and latest scientific information and motivated by our moral obligations to future generations. The tools and insights of economics are then most appropriate to the complex and intellectually challenging tasks of determining least-cost strategies for achieving those targets, designing policies that effectively and with confidence meet those targets, identifying the potential economic impacts of failing to meet those targets and sharing responsibility fairly for the costs and implementation of that strategy. Economists should be more open and explicit about the viewpoints and values underlying their analyses. As Freeman and Guzman conclude, policy makers also need to be more fully aware of the significant limitations of climate economic models that give rise to the climate winner argument.

17. Ackerman et al., supra note 3.
RESPONSE

Critiquing the Critique of the Climate Change Winner Argument

by Richard D. Morgenstern

Richard D. Morgenstern is a Senior Fellow at Resources for the Future.

Developing a rational, globally efficient time path for pricing or controlling greenhouse gas (GHG) emissions presents daunting challenges to policy makers, with large scientific uncertainties, and the absence of consensus over the long term goals of climate policies. In their article Climate Change and U.S. Interests, Jody Freeman and Andrew Guzman (FG) attempt to debunk what they label the “climate change winner” argument, i.e., the notion that the United States is likely to fare relatively well in a warmer world, at least compared to most other nations, and is thus not rationally compelled to invest in expensive mitigation efforts that may largely accrue to the benefit of others. Focusing on the integrated assessment models (IAMs), FG argue that the models are “methodologically limited in ways that systematically skew toward an understatement of . . . [damages].” Their conclusion: damage estimates derived from the IAMs are too low by an order or magnitude, not including a number of impact categories they are unable to quantify.

As is widely understood by natural scientists, lawyers, economists, and others concerned with climate policy, there are significant tensions between the estimation of economic damages from climate change and the limits of efforts to model the effects. Notwithstanding these tensions, I believe FG have unfairly attacked the IAMs and over interpreted the model results, with a focus on point estimates and neglect of the uncertainty inherent in any such calculations. FG identify six critical deficiencies in the IAMs’ estimates:

• optimism about modest projected temperature rise;
• failure to account for the possibility of catastrophic loss under different future scenarios;
• omission of negative cross-sectoral impacts;
• exclusion of non-market costs;
• optimism about projected continued economic growth (which assumes productivity will be unaffected by climate change); and
• failure to account for international spillovers.

For each claimed deficiency, FG offer their judgments on a preferred estimate of climate-induced damages. Yet, contrary to their claims, most of these issues have already been addressed in prior reviews and meta-analyses of the IAMs, with somewhat different results. Most of the other assessments find lower central estimates than FG, and they recognize greater uncertainty in the results.2

My comments focus on two issues: 1) the relative unimportance of damage estimates in the climate policy debate; and 2) the inherent difficulty of dealing with the uncertainties in both physical and monetary damages in a scientifically credible manner. Overall, I commend the authors for undertaking the effort to critique the centrist view on climate damages. Like FG, I do not see the climate change winner argument as particularly compelling. At the same time, I do not see their critique as a significant advance in the debate.

There are, in fact, two distinct analytic approaches to developing a rational response to global warming: cost-effectiveness or benefit cost analysis. The former assumes that policymakers have in mind a long run target for limiting the amount of projected climate change or atmospheric GHG accumulations, and focuses on what policy trajectory might achieve alternative goals at minimum economic cost, accounting for practical constraints, including incomplete international coordination. The latter approach, weighing the benefits and costs of slowing climate change, introduces the more contentious issues of damage assessment and valuation, including extreme or catastrophic climate risks. IAMs cross the traditional boundaries of individual academic disciplines and integrate knowledge from different fields into a single framework, including algorithms representing emissions/concentrations relationships, climate adjustment and sensitivity, damages from climate change inferred from a point estimate of total damages using functional form assumptions, and discount rates. While admirers see IAMs as powerful analytical tools,

---

2. An exception is a recent paper by Frank Ackerman and Elizabeth A. Stanton that considers what they term the “morally offensive assumption to value human lives less in poor countries than in rich ones.” See Frank Ackerman & Elizabeth A. Stanton, E3 Network The Social Cost of Carbon: A Report for the Economics for Equity and Environment Network (2010), available at www.e3network.org.

detectors see them as black boxes, virtually incomprehensible to the outsider.

The good news is that the policy community has consistently supported cost-effectiveness as the relevant approach for addressing climate change. Every single legislative proposal advanced over the past several years, including the sole bill achieving a majority vote in Congress (H.R. 2454), has stated the goals in terms of a target greenhouse gas concentration or emissions levels. While policies are neither conceived nor framed in terms of the monetized benefits, I would not reject the benefit cost framework as applied to this issue. Rather, I see it as an evolving area of research not yet ready for prime time in the policy world.

The gross similarities in aggregate impacts predicted by the models mask huge inconsistencies across the studies, particularly regarding the relative importance of different damage categories. In fact, the FG paper is but one of several recent efforts to evaluate the damage literature, with a focus on the IAMs. A paper by Aldy et al. characterizes the representative estimates of damages from warming presumed to occur by around 2100 in the range of 1-2 percent of GDP for warming of 2.5 degrees C above pre-industrial levels, and on the order of 2-4 percent of GDP for warming of 4 degrees C. The figure accompanying this article, from Aldy et al., displays the range of estimates from a set of widely discussed models. As shown, there are huge differences about the size of market and nonmarket damages, and the expected catastrophic risks. As the authors note, few studies tend to value damages from extreme warming scenarios “... given that so little is known about physical impacts of large temperature changes.” As exceptions to that observation, they point to two papers that put total damages at 10.2 -11.3 percent of GDP, for warming of 6–7.4 degrees C. However, they also point to the large inconsistencies in the relative importance of nonmarket impacts: in one study they account for about half of the overall damages, but are largely offset by the gains from leisure activities in another study.

A further analysis, which highlights some of the complexities of assessing the IAMs, is an exercise recently conducted by a federal Interagency Working Group (IWG), drawing on experts from the President’s Council of Economic Advisors, the Environmental Protection Agency, the Department of Treasury, and more than half a dozen other executive branch agencies. The IWG analysis seeks to estimate the monetized damages associated with an incremental increase in carbon dioxide (CO₂) emissions in a given year, labeled the social cost of carbon. The stated purpose of the exercise is to provide a basis for agencies “to incorporate the social benefits of reducing ... CO₂ emissions into cost-benefit analyses of regulatory actions that have small or ‘marginal’ impacts on cumulative emissions.”

In thinking about the different approaches adopted for assessing the uncertainty inherent in IAMs, choices must be made about the appropriate evaluative standard to be used. Arguably, different academic disciplines might embrace different approaches. In the fields of public policy and economics, an oft-cited standard is the one developed by the U.S. Office of Management and Budget (OMB) for regulatory analysis of very large federal regulations. In its Circular A-4, the OMB recommends that agencies:

[assess] ... the sources of uncertainty and the ways in which benefit and cost estimates may be affected under plausible assumptions ... [apply] principles of full disclosure and transparency ... [and] be credible, objective, realistic, and scientifically balanced.

[OMB also recommends] that data and models ... [used] to analyze uncertainty should be fully identified ... [and] the quality of the available data used ... [should be discussed]. Inferences and assumptions used ... should be identified, and ... analytical choices should be explicitly evaluated and adequately justified. ... [T]he strengths of your analysis ... [should be delineated] ... along with any uncertainties about its conclusions. Your presentation should also explain how your analytical choices have affected your results.

With such an approach in mind, let me briefly consider the methods, imperfect as they are, used to develop the IWG’s social cost of carbon.

The starting point for the IWG is a set of simulations conducted on three well-known IAMs: FUND, PAGE, and DICE. At the outset, the IWG acknowledges that “these representations are incomplete and highly uncertain. But given the paucity of data linking the physical impacts to economic damages, we were not able to identify a better way to translate changes in climate into net economic damages, short of launching our own research program.”

The next step for the IWG is to conduct sensitivity analyses across a series of input parameters, including a number of those considered by FG: the discount rate, the growth in GDP, population, and emissions. For the climate sensitivity parameter, a key input into the IAMs, the IWG selects...
one specific value from the peer-reviewed literature, on the basis of explicit criteria and after consultation with relevant IPCC authors. Combining the alternative assumptions, the IWG develops a range of estimates: $5-$65 per ton of CO2 reduced, with a central estimate of $21/ton in 2010 (2007$), rising over time to $16-$136 per ton, with a central estimate of $45 in 2050.

Even with this relatively wide range of estimates, the IWG endeavors to identify the limits of their analysis. Specifically, they note the incomplete treatment of both catastrophic and non-catastrophic damages, of adaptation and technical change, and risk aversion. As regards issues of catastrophic damages, they raise concerns about the extrapolation of climate damages to high levels of warming, the failure to incorporate inter-sectoral and inter-regional interactions, and the imperfect substitutability of environmental amenities.

In contrast to the IWG, or to the Aldy et al assessment, FG do not focus on the highly uncertain nature of the existing estimates, or the inconsistencies among the IAMs. Instead, they simply characterize the IAMs as generating GDP loss estimates of 0-3 percent and, then, proceed to consider the six issues they have identified as the cause of the presumed underestimates. Thus, a key difference between the FG approach, and those adopted by either the IWG or by Aldy et al, lies in the recognition and treatment of the uncertainty inherent in the estimates. Although none of the studies perform the formal Monte Carlo analyses recommended by OMB, the IWG clearly comes closest to the OMB approach with its extensive sensitivity analyses. The Aldy et al. paper provides some sensitivity analysis, albeit more limited than the IWG. Both the IWG and Aldy et al. present their results as a range, including a central estimate. FG focus on a single estimate, comparable in some respects to the IWG’s central estimate.

In all the papers, some potential damages remain unquantified. In the case of the IWG, there is explicit consideration of key variables such as the climate sensitivity parameter, emissions growth, and others factors. Aldy et al. focus considerable attention on catastrophic damages, non-market impacts and the discount rate. Interestingly, they also discuss air capture and geo-engineering as possible policy options for mitigating extreme events. In contrast, FG do not conduct a sensitivity analysis of any kind. They use limited data to analyze uncertainty and fail to evaluate the analytical choices they have made or to delineate the strengths of their analysis along with the uncertainties about its conclusions. In effect, FG have substituted their scientific judgments for those of the integrated assessment modelers, with quite limited analytical support.

Unsurprisingly, the results of these analyses are quite different. FG adopt a central estimate that is an order of

**Notes:**
* Only market damages were estimated in these studies. And the above figure is the midpoint of a range of damage estimates.
** Damage categories are not precisely delineated in these studies.

*Source: Aldy et al, supra note 3, at 47.*
magnitude larger than the conventional estimates of the IAMs. Aldy et al. do not explicitly identify a preferred central estimate. Implicitly, however, they seem to favor a relatively small increment above the conventional wisdom, largely to incorporate catastrophic risks. The IWG goes the furthest in its quantitative analysis and does include a range that spans an order of magnitude, although the central estimate is well below the upper bound. It also identifies a series of major limitations of current knowledge and calls for further research.

So, where does all this lead? Clearly, the preference in the climate policy community is for cost-effectiveness as opposed to cost-benefit analysis. Nonetheless, there is an understandable desire to assess the existing cost-benefit literature. Given the relatively primitive state of knowledge of the physical impacts of climate change—and even more so for the monetized value of damages—there is plenty of room for debate.

Overall, FG have performed a useful service by laying out some of the issues that may give rise to underestimates by the IAMs and, particularly, in making the issues accessible to audiences not steeped in the subtleties of the climate sensitivity parameter, Monte Carlo analysis or similar complexities. At the same time, the IWG estimate of $21 of an incremental ton of CO₂ reduced in 2010, ranging up to $65 under some assumptions, and increasing steadily over time is hardly a sign that the United States is a climate change winner, as FG suggest. Especially with the rampant efforts underway to attack the underlying science of climate change, I believe it is important to embrace strong scientific methods when assessing the IAMs, even at the risk of understating somewhat the potential damages. It is better to be generally correct than precisely wrong.

9. Specifically, the IWG identifies five major limitations of current knowledge: incomplete treatment of noncatastrophic damages; incomplete treatment of potential catastrophic damages; uncertainty in extrapolation of damages to high temperature; incomplete treatment of adaptation and technical change; and risk aversion.
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Review of Freeman and Guzman’s Climate Change and U.S. Interests

by Jeffrey Hopkins

Jeffrey Hopkins is Principal Adviser, Energy and Climate Strategy, Rio Tinto.

Jody Freeman’s and Andrew Guzman’s article, Climate Change and U.S. Interests, was engaging and convincing in many aspects, though I am not sure that the parts that engaged and convinced me were the parts that Freeman and Guzman intended.1 While I find their introductory premise flawed, these flaws are not fatal. Still, the material that follows must necessarily be updated and enhanced.

Freeman and Guzman start off by splitting the U.S. population into two groups: those that accept the science and those that don’t. They characterize the United States as being a country where there is now widespread, if not universal, consensus that climate change is occurring. Data by Jon Krosnick at Stanford would support this view at the level of the general population—there is broad support that the scientific case is fairly settled and less subject to variability over time than commonly believed. While this is the case on a very broad public acceptability level, there has been too much politicization and demonization in politics to call anything related to the acceptability of climate change science a consensus.

Freeman and Guzman set aside those who do not accept the science and, instead, focus on the people who accept the science but claim we should do nothing in the face of the threat (those who accept the science and advocate action are similarly ignored). They helpfully enumerate four mutually exclusive arguments used to justify non-action, including arguments that: (1) the United States comes out better (in fact, a winner) as a result of a changed climate; (2) action is futile because any emissions reductions we bring about are swamped by emissions increases of other countries; (3) action will lead to leakage resulting in industry-fleeing countries that act for countries that don’t; and (4) it isn’t fair for burdens to be disproportionately shared.

The authors focus exclusively on the climate change winner argument and say that their essay will have been successful if they dispose of it. Having never heard the argument before reading the paper, I initially suspected a straw doll, but would rather conclude that they have merely set themselves too low of a goal for this study. I would suggest that the authors expand their focus to more critical discussion areas. There are two promising areas—one could look either at the futility and the fairness arguments that have raged on for years or, alternatively, they could expand their focus to those who do not accept the science. (The leakage argument is a bit more nuanced than discussed in the paper, and it isn’t fundamentally an argument against action but rather a proposal for a policy remedy—transition assistance—as part of a climate action policy.)

I recommend focusing on the underpinning of the arguments against the science. A chief argument of those who argue against action based on the science is due to the fact that the science is not settled. Freeman and Guzman point out at multiple points, in the middle sections of the paper, that uncertainty isn’t the same as ignorance. They are absolutely correct here, but what is uncertainty and how do we treat it? The authors bring factors into the analysis of the case for action against climate change that are not settled, weigh and consider their effects, and make a rational choice on a course of action. Freeman and Guzman should additionally give policymakers some guidance on how to “think” about uncertainty, rather than allowing policymakers uncertain of the science to abstain from judgment altogether until all reasonable doubt is removed. It could be a very long time, and effectively too late, if we installed such a gateway on our decisionmaking.

Uncertainty is largely the focus of sections II (on leading scientific and economic models) and III (spillovers). I would collapse the arguments into a single thrust and overlay a framework of uncertainty analysis. The causal linkages and measurements of impacts are imprecise across both the atmospheric and economic modeling of climate impacts as well as the spillover effects related to the economy and national security. While the authors do an admirable job of alerting us to the problems of equating uncertainty with

Author’s note: The views expressed within this paper are the author’s and do not necessarily reflect those of any organizational affiliation.

2. Jon A. Krosnick & Bo MacInnis, Frequent Viewers of Fox News Are Less Likely to Accept Scientists’ Views of Global Warming (2010), available at http://woods.stanford.edu/docs/surveys/Global-Warming-Fox-News.pdf (indicating that despite significantly greater likelihood of being a climate skeptic, even heavy Fox News viewers do not as a group disagree with the views of mainstream scientists nor do they express little trust of scientists as a group).
ignorance, beyond saying that uncertainty is an important issue, they do little to guide us on how to characterize risk or make decisions in the face of it.

While the task of expanding their argument may appear daunting, I hope that the authors decide to take me up on it. There is some good news here as some of the linkages that they would like to formalize are also the subject of advances in modeling underway for the 5th Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) due in 2013.\(^3\) The Summary for Policy Makers will lead with a chapter that includes the treatment of uncertainty. For the first time, the standard integrated assessment models used to date will be joined with Earth Systems Models. Earth Systems Models will incorporate advances in our understanding of carbon cycle feedbacks, which will allow us to incorporate uncertainty and begin to trace impacts to their causes, especially at the regional scale.

These same advances in physical modeling are likewise increasingly being incorporated into economic models, including further advances in the approaches used by Nordhaus cited extensively in the paper. A useful update on the state of modeling was the subject of a November 2010 conference on improving the policy analysis of impacts from climate change.\(^4\) The presentations therein are particularly useful.

Strictly, incorporation of uncertainty in analysis is only helpful to the extent this information can become incorporated into policy decisions. Formalizing uncertainty will improve the middle sections of the paper, where linkages and uncertainty are asserted to play a major role but their treatment is ad hoc, considerably.

Where Freeman and Guzman could really play a useful role is in treating this information within a risk management framework and, importantly, signaling risk and uncertainty straight up. Likewise, Freeman and Guzman should consider the helpful approach by Mabey, Gulledge, Finel and Silverthorne, which sets forth the ABC’s of climate risk management.\(^5\) Mabey et al. lay out the following proposal:

**A= Aim to stay below 2° C.** Addressing this goal means, among other things, focusing on minimizing the costs of mitigation and, because the goal is aggressive, will require transformational technology as well as enabling infrastructure.

**B= Build and budget for 3-4° C.** Under this goal, one would focus on the factors that Freeman and Guzman discuss and seek to add to the standard model, both economic and security-related factors. Risk of catastrophic, cross-sectoral, and non-market impacts are treated explicitly.

**C= Contingency plan for 5-7° C.** Addressing this goal, feedbacks are even more pronounced and tipping points are tripped.

From a risk management perspective, the way to incorporate the evidence that Freeman and Guzman desperately want to uncover is to put in place a strategy that is robust across all three scenarios. This is because there is some likelihood that we will be facing any of them.

In sum, Freeman and Guzman fail to frame their discussion properly by aiming too low in taking on the ‘climate change winner’ argument and hoping to win this argument by insisting that impacts that are frequently bracketed and set aside are in fact real and should increase arguments in favor of determined and decisive climate action. The usefulness of including uncertain and often-bracketed impacts is, in fact, a much broader discussion and should be extended to the arguments made against the science itself. Freeman and Guzman ask us to treat these costs seriously, which is an entirely worthy goal. We need for them to go further and address ‘how’ exactly to think about the risk of climate change.

---


WE wish to begin with a note of thanks to Richard Morgenstern, Jeffrey Hopkins, Laurie Johnson, Daniel Lashof, and Kristen Sheeran for their comments on our article, Climate Change and U.S. Interests. The comments have helped our own thinking on the subject, and it is gratifying to know that our paper stimulated such thoughtful responses. In the few pages we have for our reply, we focus on the claims that are most important and in the greatest tension with our article.

The most critical of the comments is from Morgenstern, who advances two main objections. First, he dismisses the entire exercise of estimating the likely harms from climate change as relatively unimportant to the climate policy debate. Second, he asserts that our critique is poorly done—we have mishandled the uncertainty inherent in calculating damages, “unfairly attacked” the relevant economic models, and “overinterpreted” their results.

Morgenstern’s first objection rests on the claim that cost-effectiveness analysis, rather than cost-benefit analysis, is the appropriate tool for addressing climate change, a point on which, he claims, the policy community agrees. Cost-effectiveness analysis, he explains, “assumes that policymakers have in mind a long run target for limiting the amount of projected climate change” and focuses on choosing among alternative implementation strategies. Cost-benefit analysis, which is the focus of our article, seeks to estimate the future economic harms from climate change and assess the benefits of alternative mitigation or adaptation strategies. By way of evidence that cost-benefit analysis is an inappropriate climate policy tool, Morgenstern notes that every legislative proposal advanced in Congress in recent years has stated its goals in terms of target greenhouse gas (GHG) concentration or emission levels, “with policies neither conceived nor framed in terms of monetized benefits.”

We see both cost-benefit and cost-effectiveness analysis as unavoidably necessary and important to climate policy debates. The legislative targets that Morgenstern says policymakers “have in mind” must come from somewhere. We take his point to be that legislators choose these targets through a political process rather than by conducting a formal economic analysis. While this may be true, that political process necessarily depends on an implicit or explicit evaluation of the relevant costs and benefits of alternative approaches. After all, one would only support legislation addressing climate change if one were persuaded that the anticipated harms from unmitigated emissions outweigh the costs of trying to curtail them. In other words, policymakers somehow must conclude that the endeavor is worthwhile, which means comparing costs and benefits, however crudely. In addition, choosing one emissions level over another inevitably requires policymakers to balance the harms associated with increased global GHG concentrations against the costs of trying to avoid them. Morgenstern elides this reality by simply positing that legislators have certain levels in mind, without explaining how they are chosen. We have no quarrel with the value of cost-effectiveness analysis as a useful mechanism for assessing alternative implementation strategies once a target is chosen. But our article focuses on the necessary prior step, which is the methodology for choosing the target. Because he cannot mean that legislative targets simply fall from the sky, we assume Morgenstern would agree that policymakers must go through a rough calculus to determine them. Our central point is that the costs of any given level of GHG emissions are likely to be much higher than suggested by most current estimates.

In any event, it seems peculiar for Morgenstern to claim that cost-benefit analysis “is not ready for prime time in the policy world,” when it is actually being used in the policy world. Indeed, the Obama Administration’s interagency working group (IWG) on the social cost of carbon (which Morgenstern invokes and whose methodology he praises) explicitly monetized the social cost of carbon by relying on the very same models that we use as a starting point in our analysis. The output from the IWG process has confirmed our more cautious suggestion that cost-benefit analysis is an appropriate policy tool.

2. Id.
3. Id. at 10721.
5. One might argue that legislative targets can be determined without resort to cost-benefit analysis—that they are dictated by science, for example. But scientifically grounded recommendations about appropriate emissions targets are themselves necessarily based on an assessment of the relevant tradeoffs. If cost were irrelevant, surely the goal of climate policy would be to minimize risk to the greatest extent possible by selecting a target of zero increase in atmospheric GHG concentrations over today’s levels. But of course cost does matter, and the choice of target (whether expressed as concentrations such as 450 or 550 ppm, goals such as 80 percent below 2005 levels by 2050, or as a commitment to no greater than 2 degrees Celsius rise in average global temperature by 2050) reflects that. We cannot decide what the target should be unless we have some understanding of the costs and benefits.
crete implications for policy. The estimates for the social cost of carbon it produced—including the central point estimate of $21 per ton—will now be reflected in executive agencies’ cost-benefit calculations of the net social impact of their significant regulations, including, for example, the Department of Energy’s appliance efficiency standards, the Department of Transportation’s fuel economy standards, and a host of air pollution regulations issued by the Environmental Protection Agency. If our critique of the prevailing economic models is right, it applies equally to the IWG’s results. The upshot is that the estimated benefits of many government regulations will be too low because of a systematic downward bias. As a result, in some cases, agencies may ultimately set—or be asked by the Office of Information and Regulatory Affairs (OIRA) to set—lower regulatory standards than are otherwise justified.

Moreover, in the face of ongoing disputes over the merits and demerits of Congress doing anything to address climate change, it seems plainly wrong to criticize our project by asserting the “relative unimportance” of cost-benefit analysis to climate policy. The debate over domestic climate legislation continues to turn on arguments about the relative costs and benefits to the United States of taking action. Those who oppose domestic legislation may find it convenient to cite leading economic models showing limited negative impact on U.S. GDP from global climate change, or projections about increased agricultural productivity in the United States, to claim, essentially, that the United States will fare relatively well in a warming world, and that mitigation is not worth the costs. Although the argument against addressing GHG emissions comes in many forms—it would impose an energy tax; it would kill jobs; carbon is not a problem in need of regulation—such claims, at bottom, must rest on a conclusion that the costs of climate change to the United States are insufficiently great to warrant Congress addressing it now. It is thus important to debunk the intellectual and academic basis for such claims, which includes the damage estimates from the dominant economic models, which can easily be taken out of context.

This leads us to Morgenstern’s second critique, which engages our claims about the economic models of climate change, known as integrated assessment models or IAMs. As we explain in our article, and as scholars including Morgenstern generally acknowledge, these models make certain simplifying assumptions about how the world’s climate system will affect the global economy, and those assumptions limit their ability to predict accurately the true social cost of greenhouse gas emissions. The models


12. See Keith Yost, Global Warming Not Worth the Fight, MTT: THE TECH ON- line, Oct. 15, 2010, available at http://tech.mit.edu/V10/NS/45/post.html (arguing that the United States should do little if anything about climate change and citing to studies by William Nordhaus, Robert Mendelson, and Richard Tol suggesting the costs of mitigating climate change exceed the benefits for the United States). One might argue that Congress has al- ready addressed the problem by authorizing EPA to regulate GHG emis- sions under the Clean Air Act. See Massachusetts v. EPA, 549 U.S. 497 (2007) (holding that EPA possesses regulatory authority over GHGs under the CAA). However, it is a widely shared view among policymakers and aca- demics that the CAA is not an optimal tool for addressing climate change. See Brigham Daniels et al., Regulating Climate: What Role for the Clean Air Act? 39 ELR 10837, 10840 (Sept. 2009) (“Given that Congress crafted the CAA as a response to local and regional air pollution, it is not surprising that crafting a sensible climate policy for the CAA feels a bit like jamming a square peg into a round hole.”). The view that the Clean Air Act is not the ideal vehicle for addressing climate change is also held by the Obama Ad- ministration. See Kim Chapman, Clean Air Act Not Ideal to Regulate Carbon in U.S. Jackson Says, BLOOMBERG, Apr. 26, 2011, http://www.bloomberg. com/news/2011-04-26/clean-air-act-not-ideal-to-regulate-carbon-jackson- says-1.html.

13. See, e.g., 153 CONG. REC. S. 13505 (daily ed. Oct. 29, 2007) (statement of Sen. Inhofe) (“The [Nordhaus] study revealed that so-called global warming solutions would cost two or even three times the benefits they would theo- retically achieve.”).

14. A good overview of the models is provided in the U.S. government’s inter-agency document on the social cost of carbon: “IAMs translate emissions
are constrained in their predictive capacity to the extent that they simplify complex scientific and economic processes, but also because they omit certain categories of impact due to a lack of data, uncertainty, or both. Some simplification is necessary to make predictions about how climactic changes might affect the global economy. As we say in our article, “These omissions are not anyone’s fault, but rather, as many economists point out, result from the inherent limitations of economic modeling.”

The central point of our article is that the assumptions built into existing economic models systematically understate the likely economic effects of climate change by omitting categories of harm (including cross-sectoral impacts, national security threat multipliers, biodiversity losses, and catastrophic events). They are not bad models, but it would be bad policy to forget or ignore the assumptions used to create them, and to take the resulting damage estimates as if they represent the full range of harms.

Morgenstern points out that economists traditionally treat certain categories of harm as too difficult to monetize. The preferred method is to omit these costs from the damage calculations and discuss them separately, in prose, as limitations, unknowns, or uncertainties. To illustrate how this is done, Morgenstern cites the above-mentioned IWG process. The IWG ultimately settled on four estimates for the social cost of carbon: $5, $21, $35, and $65 (in 2007 dollars). The first three values were calculated using discount rates of 5, 3 and 2.5 respectively. The IWG approach essentially averaged three IAMs and then applied three different discount rates. This produced three alternative cost-of-carbon estimates. The IWG generated the fourth value by averaging a high-damage estimate from each of the three IAMs and applying a moderate discount rate of 3%. 

The analysis released by the administration to support these estimates is conscientious. It acknowledges the limitations of the models, discusses the implications of these limitations, and commits the government to revisit and revise the values as new information becomes available. Moreover, acknowledging the uncertainties in regulatory impact analysis, the report stresses “the importance and value of considering the full range” of estimates rather than a single value. Nevertheless, the government ultimately brackets all of the assumptions and limitations when taking the crucial step of monetizing the damage estimates, addressing them only in discussion.

When faced with costs that are difficult or impossible to estimate, the conventional strategy of the IAMs is to assume those costs away. (See Table 1 at the end of this Reply) Studies that survey different IAMs, including the IWG process, and the Aldy, et. al. article cited by Morgenstern, generally accept the results of the IAMs (and try to average across them) and, so, they too neglect these hard-to-measure costs. By contrast—and this is what Morgenstern protests—our article sets out to confront head-on the downward biases present in IAMs. We think it is possible to come up with an estimate of these harms that is better than ignoring them altogether.

Morgenstern quite rightly points out that the IWG report acknowledges some of the factors omitted from the IAMs’ damage estimates. These include several of the factors that we discuss in our paper. Recognizing these omissions is important, but is not enough. Morgenstern himself proves our point. Even as he engages our concern over neglected factors, and argues that the best way to deal with them is to acknowledge the challenge of incorporating them, he ignores the necessary implication: that the estimates associated with this approach are biased downward. Morgenstern acknowledges the uncertainty associated with the IWG estimates, but says almost nothing about their bias.

It should be self-evident that assigning a value of zero to catastrophic events, nonmarket costs, cross-sectoral impacts, productivity effects, economic spillovers, national security, migration, disease, and more will cause us to underestimate the effects of climate change. Rather than ignoring these effects, we assign many of them an economic value based on what we think are entirely plausible, though admittedly contestable, assumptions. We do not claim to have the correct numbers. Indeed, we make an exceedingly modest claim: our effort is simply better.
than allocating these categories a value of zero.\footnote{Richard Tol has described a number of omitted impacts, including many of the impacts we make an effort to monetize such as, “extreme climate scenarios, the very long term, biodiversity loss, the possible effects of climate change on economic development and even political violence” as “big unknowns.” Richard Tol, Copenhagen Consensus on Climate, An Analysis of Mitigation as a Response to Climate Change 17 (2009), available at http://bitdclimatic.com/uploads/tx_tempalvolla/AP_Mitigation Tol_v_3.0.pdf. He concludes that the probability of catastrophic events, “seems low” while acknowledging that our understanding of what might cause them is still quite poor, and that if they were to happen, “they do have the potential to happen relatively quickly, and if they did, the costs could be substantial.” Id.} We concede that an approach like ours might be suspect if it were arbitrary—if, for example, one simply pulled numbers out of the air or inflated them without reason. We take pains to avoid this mistake. To ground our estimates, we state reasonable premises about the potential effects of climate change under different proposed scenarios (all intuitive; none obviously far-fetched) and proceed from there to calculate possible impacts on GDP. Moreover, our estimates are based on published research by serious scholars. We then tally up these impacts to produce a total projected effect on GDP that is considerably greater than the average projections of the dominant IAMs.

Morgenstern points to the IWG estimates on the social cost of carbon as an exemplary approach to uncertainty, and he finds our own approach wanting by comparison. We think this criticism unjustified. Our article repeatedly emphasizes the fact that our estimates are imprecise. In recognition of this fact, we provide a range of impacts for several of our estimates, including the present. Presenting a range of possible outcomes is very much in line with the approach in the IWG report. Moreover, realizing that our estimates are far larger than conventional estimates, and wishing to guard against the possibility that we have overstated some costs, we cut our total projected impact on GDP in half. Even using this conservative calculation, the numbers still show it to be clearly in the economic interest of the United States to invest more heavily in the mitigation of climate change, which is of course the policy conclusion of our article.

Perhaps Morgenstern’s most fundamental and pointed critique, and the source of our greatest disagreement, is summed up in the final words of his comment: “It is better to be generally correct than precisely wrong.”\footnote{One response to this might be that we should have faith that policymakers will take the relevant nuance into account. But anyone with any experience in politics knows this to be a risky, and likely naïve, view. It would be strange to fault us for being cautious in this regard.} First, we do not believe we are wrong when compared to the IWG process or IAMs in general. The relevant comparison is between our own estimates of hard-to-quantify harms (e.g., biodiversity losses) and risks that depend on complex interactions (e.g., growth and productivity losses) and those of the IAMs. We feel strongly that ignoring costs known to be significant is a worse approach than doing the best one can to estimate them. We believe, for this reason, that our results are superior for policy purposes than results that omit these costs from the damage estimates.

At bottom, this amounts to a methodological disagreement, which stems from a difference in normative view. The dominant perspective is that the existing economic models are good enough to be relied upon to make public policy, providing their assumptions and omissions are acknowledged. Yet the practical result is to relegate a broad range of effects to a discussion of the models’ limitations and uncertainties, which in our view effectively makes them disappear. Our concern is that what counts, ultimately, are the numbers, and that qualifying discussions, no matter how sincere and nuanced, will be overlooked when IAMs are deployed for purposes of policymaking.\footnote{The report cites to a DOE regulation in 2008 that assumed a domestic SCC value of $7 per ton CO\textsubscript{2} (in 2006 dollars) for 2011 emission reductions; a DOE regulation in 2008 that adopted a domestic SCC range of $0 to $20 per ton CO\textsubscript{2} for 2007 emission reductions (in 2007 dollars); and EPA’s 2008 Advance Notice of Proposed Rulemaking for Greenhouse Gases with preliminary SCC estimates of $68 and $40 per ton CO\textsubscript{2} for discount rates of approximately 2 percent and 3 percent, respectively (in 2006 dollars for 2007 emissions). IWG SCC Report, supra note 6 at 4.}

To illustrate, we return to the Obama Administration’s interagency process on the social cost of carbon. As Morgenstern notes, the government’s approach was laudable in its seriousness, inclusiveness, and thoroughness. The report in several places cautions against overconfidence and stresses the limitations of current scientific and economic models. It candidly admits that these estimates are the best the government can do under current circumstances. Yet in the end, the process culminated in a range of specific point estimates that agencies must incorporate into their cost-benefit analyses, with $21 per ton of carbon serving as the central point estimate.

The range provided improves upon the government’s past practice inasmuch as it seeks to harmonize inconsistent estimates used by different agencies\footnote{Morgenstern approves of this effort to take into account catastrophic costs, but for reasons that are not clear to us, disapproves of our own similar effort.},\footnote{The report reviews the three leading IAMs and then concludes: “We recognize that these representations are incomplete and highly uncertain. But given the paucity of data linking the physical impacts to economic damages, we were not able to identify a better way to translate changes in climate into net economic damages, short of launching our own research program.” IWG SCC Report, supra note 6 at 9.} adopts a “global” value to reflect damages worldwide, instead of limiting the analysis to domestic impacts;\footnote{The report notes 3 percent of GNP as “the lowest plausible estimate” and disapproves of our similar estimate. IWG SCC Report, supra note 6 at 4.} and incorporates an upper estimate that attempts to account for the possibility of catastrophe.\footnote{None of this, however, makes the estimates accurate. Because of the systematic downward bias in the key IAMs on which the estimates rely (which nothing in the interagency group’s process cured), there is a strong, perhaps even overwhelming, likelihood that the estimates still understate the economic impact of global climate change to the United States.}

The persuasiveness of the air or inflated them without reason. We take pains to avoid this mistake. To ground our estimates, we state reasonable premises about the potential effects of climate change under different proposed scenarios (all intuitive; none obviously far-fetched) and proceed from there to calculate possible impacts on GDP. Moreover, our estimates are based on published research by serious scholars. We then tally up these impacts to produce a total projected effect on GDP that is considerably greater than the average projections of the dominant IAMs.

Morgenstern points to the IWG estimates on the social cost of carbon as an exemplary approach to uncertainty, and he finds our own approach wanting by comparison. We think this criticism unjustified. Our article repeatedly emphasizes the fact that our estimates are imprecise. In recognition of this fact, we provide a range of impacts for several of our estimates, including the present. Presenting a range of possible outcomes is very much in line with the approach in the IWG report. Moreover, realizing that our estimates are far larger than conventional estimates, and wishing to guard against the possibility that we have overstated some costs, we cut our total projected impact on GDP in half. Even using this conservative calculation, the numbers still show it to be clearly in the economic interest of the United States to invest more heavily in the mitigation of climate change, which is of course the policy conclusion of our article.

Perhaps Morgenstern’s most fundamental and pointed critique, and the source of our greatest disagreement, is summed up in the final words of his comment: “It is better to be generally correct than precisely wrong.” First, we do not believe we are wrong when compared to the IWG process or IAMs in general. The relevant comparison is between our own estimates of hard-to-quantify harms (e.g., biodiversity losses) and risks that depend on complex interactions (e.g., growth and productivity losses) and those of the IAMs. We feel strongly that ignoring costs known to be significant is a worse approach than doing the best one can to estimate them. We believe, for this reason, that our results are superior for policy purposes than results that omit these costs from the damage estimates.

At bottom, this amounts to a methodological disagreement, which stems from a difference in normative view. The dominant perspective is that the existing economic models are good enough to be relied upon to make public policy, providing their assumptions and omissions are acknowledged. Yet the practical result is to relegate a broad range of effects to a discussion of the models’ limitations and uncertainties, which in our view effectively makes them disappear. Our concern is that what counts, ultimately, are the numbers, and that qualifying discussions, no matter how sincere and nuanced, will be overlooked when IAMs are deployed for purposes of policymaking.

To illustrate, we return to the Obama Administration’s interagency process on the social cost of carbon. As Morgenstern notes, the government’s approach was laudable in its seriousness, inclusiveness, and thoroughness. The report in several places cautions against overconfidence and stresses the limitations of current scientific and economic models. It candidly admits that these estimates are the best the government can do under current circumstances. Yet in the end, the process culminated in a range of specific point estimates that agencies must incorporate into their cost-benefit analyses, with $21 per ton of carbon serving as the central point estimate.

The range provided improves upon the government’s past practice inasmuch as it seeks to harmonize inconsistent estimates used by different agencies; adopts a “global” value to reflect damages worldwide, instead of limiting the analysis to domestic impacts; and incorporates an upper estimate that attempts to account for the possibility of catastrophe. None of this, however, makes the estimates accurate. Because of the systematic downward bias in the key IAMs on which the estimates rely (which nothing in the interagency group’s process cured), there is a strong, perhaps even overwhelming, likelihood that the estimates still understate the economic impact of global climate change to the United States.
Moreover, there will be consequences if the agencies do not adopt the estimates from the IWG report. Their regulatory impact analyses might be rejected by OIRA, or subject to requests for modification. And as we have already noted, some of the ensuing regulations may be weaker, as a result, than they otherwise would be, were they informed by a cost estimate for carbon that reflected some value for the omitted categories of harm. Our point is this: in operationalizing the social cost of carbon for purposes of the regulatory review process under Executive Order 12866, what matters is that the agencies choose an acceptable number for their cost-benefit calculations. The agencies might discuss the range of values, but they know they will be “safe” if they adopt the central point estimate of $21. All of the nuance about the models’ limitations might easily fall out.

Second, Morgenstern accuses us of failing to take account of the inherent uncertainty in our own analysis and in the problem more generally. We are, frankly, puzzled by Morgenstern’s claim here, as we not only repeatedly emphasized the uncertainty and high variance of the estimates we were producing, but we also generated a range of estimates for many of the individual costs we examined and for the total costs of climate change. Morgenstern asserts, for example, that, “[F]reeman & Guzman] focus on a single estimate, comparable in some respects to the IWG’s central estimate.” We are not sure what “single estimate” he refers to—our final estimate of harms is a range from 10.8% of GDP to 20% of GDP.

Contrary to what Morgenstern suggests, we do not make a claim to precision. We recognize that the variance for our estimates is large, as it is for those produced by the IAMs. Again, we are happy to admit that our estimates are not the “correct” ones. Our claim is more modest than that. We believe that the harms we identify (which many others have also identified) have positive costs, and decisionmakers should do their best to account for these costs when making policy.

In sum, to the extent Morgenstern cites the interagency process on the social cost of carbon as improving upon IAMs, we think the example misplaced, since the process essentially adopted the IAMs as they are. To the extent Morgenstern commends how the interagency process handled the considerable uncertainty associated with making such estimates (Bracketing it from the damage estimates on the theory that there is no way, at the present time, to do better), our response is to point out that this is precisely the treatment we are concerned about. To reiterate a point made emphatically in our article, our aim is not to “unfairly attack” the IAMs or the economists who have built them, but rather to incorporate more categories of harm so that our cost projections more completely, if still imperfectly, reflect the potential economic damage of climate change for the United States. The concern that motivated our article when we wrote it in 2008, and which motivates us still, is the potential for crucial nuance to get lost in translation from the academic to the policy world.

We take Johnson and Lashof’s comment as complementary to our own. They broadly agree with our analysis and offer some additional insights with which we largely agree. For example, our article intentionally avoids any argument based on moral obligation, and Johnson and Lashof reasonably want to include such concerns. As they acknowledge, we leave these issues out of our article to emphasize the point that even under a self-interested analysis the case for action is strong.

Johnson and Lashof also discuss the impact of discount rates and risk aversion. We address discount rates briefly, acknowledging the debate over their role in estimating future impacts. It is an awkward fact that the choice of discount rate is enormously important yet nobody really knows how to determine the “proper” rate. As Johnson and Lashof illustrate in their discussion, changes to the discount rate in the IWG social cost of carbon calculation can dramatically change the conclusions. Again, we have no serious dispute. We also concur with Johnson and Lashof that catastrophic harms and risk aversion should be taken into account.

Our main disagreement with Johnson and Lashof, to the extent there is one, relates to the appropriateness of using cost-benefit analysis to estimate the harms from climate change. Kristen Sheeran advances a similar position so we discuss their points together. Like Morgenstern, these commentators think cost-benefit analysis an inappropriate tool for the task. Their primary discomfort seems to be with how cost-benefit analysis deals with uncertainty. When there is enough uncertainty, or perhaps enough uncertainty of a particular kind, the argument goes, “benefit-cost analysis loses its ability to inform rational policy.”

We have a strong suspicion that much of the disagreement here is semantic rather than real. Johnson and Lashof argue for a policy that “reduces probabilities of catastrophic outcomes by strategically investing in a clean energy future” while Sheeran calls for the use of “[p]recaution, risk assessment, and risk management.” Much depends on what all of these terms mean, but we agree with many of the authors’ substantive claims about the difficulties of monetizing a variety of relevant harms. We agree that sensible policy requires evaluating and balancing the consequences of alternative policy proposals. In making that assessment, it is appropriate and important to take into account the uncertainties involved, the intertemporal nature of the problem, the public’s risk preferences, and equity, among other things. To do so, we must

32. We also cannot resist pointing out that when an IAM assigns a value of zero to a harm that we know will be greater than zero, that “estimate,” in addition to having a downward bias, ignores the uncertainty associated with that particular cost.

33. “They use limited data to analyze uncertainty and fail to evaluate the analytical choices they have made or to delineate the strengths of their analysis along with the uncertainties about its conclusions. In effect, Freeman and Guzman have substituted their scientific judgment for those of the integrated assessment modelers, with quite limited analytical support.” Morgenstern, supra note 1 at 10722.

34. Freeman & Guzman, supra note 15, at 10710.

35. Laurie T. Johnson & Daniel A. Lashof, Comment on Climate Change and U.S. Interests by Freeman and Guzman, 41 ELR 10712 (Aug. 2011).
confront difficult questions of how to value various harms. Nothing the commentators have written is inconsistent with this description. Our understanding of the difference between us and them is that we would call this undertaking a cost-benefit analysis and they would assign it a different name. Whatever it is called, we think we are talking about the same policymaking process.36

The final comment on our article is by Jeffrey Hopkins, who urges us to address issues that we purposely set to one side. He suggests, for example, that we examine the futility and fairness arguments in favor of U.S. action on climate change. We certainly agree that these are important topics, but as we noted in our article, they were not important for the point we wished to make. Hopkins similarly proposes a discussion of how policymakers should think about uncertainty and how policy should respond to it. This has some of the flavor of the precautionary principle suggestions from Johnson, Lashof, and Sheeran. We have no major quarrel with what Hopkins proposes, except to say that our article is long enough already, and if it succeeds in delivering the message that the future costs of climate change are substantially higher than is conventionally understood, we will consider our mission to have been accomplished. We share with Hopkins the hope that new research, whether by ourselves or others, will address the issues he raises.

When we wrote Climate Change and U.S. Interests in 2008, we fully expected to be overtaken by events. Congress appeared ready to pass legislation to address climate change by putting a price on carbon. Presidential candidate Barack Obama claimed it would be an administration priority. Yet now, in 2011, Congress seems even further away from this prospect than ever. The debate over climate science has intensified. EPA has begun to regulate GHG emissions under the Clean Air Act, and Congress is debating whether to strip the agency of its authority to do so. Clearly, Congress has determined that meaningful action at the federal level to address global climate change is not worth the costs. Thus, the main impetus for our article remains. We continue to believe that a more accurate tally of what the United States stands to lose from climate change is an important input into the public policy debate.

<table>
<thead>
<tr>
<th>Factors Considered</th>
<th>Conventional IAM Estimate</th>
<th>Conventional Estimates of Reduction in U.S. GDP (%)</th>
<th>Marginal Impact on Annual GDP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional IAM Estimate</td>
<td>0.5</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Optimism About Temperature Rise</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Asymmetry Around Point Estimates</td>
<td>0</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>Catastrophic Events</td>
<td>0</td>
<td>0.5-3</td>
<td></td>
</tr>
<tr>
<td>Nonmarket Costs</td>
<td>0</td>
<td>1.4-3.5*</td>
<td></td>
</tr>
<tr>
<td>Export Losses</td>
<td>0</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td><strong>SUB TOTAL</strong></td>
<td><strong>0.5</strong></td>
<td><strong>5.4-10</strong></td>
<td></td>
</tr>
<tr>
<td>Growth and Productivity</td>
<td>0</td>
<td>Double Above Impacts</td>
<td></td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>0.5</strong></td>
<td><strong>10.8-20</strong></td>
<td></td>
</tr>
</tbody>
</table>

* This includes only biological costs.

<table>
<thead>
<tr>
<th>Factors Considered</th>
<th>Impacts and Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-Sectoral Effects</td>
<td>If climate change affects energy prices, agriculture will be affected</td>
</tr>
<tr>
<td>Supply Shocks From Abroad</td>
<td>Energy prices</td>
</tr>
<tr>
<td>Global Financial Markets</td>
<td>Impact on American investments abroad; lending to fund current account deficit</td>
</tr>
<tr>
<td>National Security</td>
<td>Total cost of Iraq War = $3 trillion</td>
</tr>
<tr>
<td>Migration</td>
<td>Racial and ethnic tensions, undocumented immigration, human trafficking</td>
</tr>
<tr>
<td>Disease</td>
<td>Swine Flu, SARS, Avian Flu; U.S. cannot insulate itself from increases in incidence of disease</td>
</tr>
</tbody>
</table>

36 If, however, they mean that climate policy should be driven exclusively by a concern about minimizing the risk of catastrophic harms, with no regard for cost (which is not how we read their comments), we would part ways.
There are no provisions in administrative law for regulating the flow of information entering or leaving the system, or for ensuring that regulatory participants can keep up with a rising tide of issues, details, and technicalities. Indeed, a number of doctrinal refinements, originally intended to ensure that executive branch decisions are made in the sunlight, inadvertently create incentives for participants to overwhelm the administrative system with complex information, causing many of the decisionmaking processes to remain, for all practical purposes, in the dark. As these agency decisions become increasingly obscure to all but the most well-informed insiders, administrative accountability is undermined as entire sectors of affected parties find they can no longer afford to participate in this expensive system. Pluralistic oversight, productive judicial review, and opportunities for intelligent agency decisionmaking are all put under significant strain in a system that refuses to manage—indeed tends to encourage—excessive information. This Article first discusses how parties can capture the regulatory process using information that allows them to control or at least dominate regulatory outcomes (the information capture phenomenon). It then traces the problem back to a series of failures by Congress and the courts to require some filtering of the information flowing through the system (filter failure). Rather than filtering information, the incentives tilt in the opposite direction and encourage participants to err on the side of providing too much rather than too little information. Evidence is then offered to show how this uncontrolled and excessive information is taking a toll on the basic objectives of administrative governance. The Article closes with a series of unconventional but relatively straightforward reforms that offer some hope of bringing information capture under control.

I. The Basics of Information Capture and Filter Failure

In the early 1970s, legal visionaries like Joseph Sax, Linton Caldwell, and Ralph Nader pressed for a system of rules that would give the public greater access to administrative decisions. Their battle against smoke-filled rooms populated only by well-heeled insiders bore fruit, and Congress adopted important reforms aimed at letting the sunshine in.

An explosion of laws followed, requiring open records, rigorous processes for advisory groups, access to congressional deliberations, and demands that agencies go the extra mile to include all interested participants and to take their views into consideration. During this same time, the courts also stepped up their oversight of the agencies. Most notably, they expanded standing rules to enable public interest representatives to challenge agencies in court when agency rules diverge significantly from promises made by Congress.

But every successful reform movement has its unintended consequences. What few administrative architects anticipated from the new commitment to “sunlight” was that a dense cloud of detailed, technical, and voluminous information would move in to obscure the benefits of transparency. And because rulemaking processes are by their very nature blind to the risks of excessive information, committed as they are to the flow of information and expansive participation, a new phenomenon—called “information capture”—is taking hold.

In the regulatory context, information capture refers to the excessive use of information and related information costs as a means of gaining control over regulatory decisionmaking in informal rulemakings. A continuous barrage of letters, telephone calls, meetings, follow-up memoranda, formal comments, post-rule comments, peti-
tions for reconsideration, and notices of appeal from knowledgeable interest groups over the life cycle of a rulemaking can have a “machine-gun” effect on overstretched agency staff. The law does not permit the agency to shield itself from this flood of information and focus on developing its own expert conception of the project. Instead, the agency is required by law to “consider” all of the input received.

The root cause of information capture is not administrative law’s commitment to open government and transparency, but rather its failure to require participants to self-process the information they load into the system, termed “filter failure” here. In most social and legal settings, participants have meaningful incentives to process and hone the information they communicate. Most notably, they want to be sure that the desired message is communicated in an efficient and effective way. Many areas of law are also sensitive to the problem of information excess and even consciously require actors to filter information before the legal system will recognize it. Most court battles, at least at the appellate level, involve explicit limits on the pages, margins, and even font size of briefs; the time allocated for oral argument; and the number of pages of attachments. And trials before juries—however indirectly—require counsel to distill and abbreviate the key message for a group of lay persons with average attention spans and educational levels. Trial courts also impose a number of important filters on evidence to ensure that counsel, rather than the judicial system, bear the cost of processing this information prior to introducing the evidence at trial.

But administrative law is different. A commitment to open government and full participation is understood to preclude limits or filters on information, and the administrative system operates on the working assumption that all information is welcome and will be fairly considered. Indeed, the historic myth of agencies as experts may have locked the courts, Congress, and even the president into a kind of unrealistic expectation with regard to the unlimited capacity of agencies to resolve any question put to them.

Yet without filters, parties have little reason to economize on the information they submit to agencies. Participants are not held to any limits on the information they file, nor must they assume any of the costs the agency incurs in processing their voluminous filings. Indeed, a variety of court rulings actually encourage regulatory participants to err on the side of providing far too much information, rather than too little. But as information costs rise, so do the costs of participation and this can affect the ability of some groups to continue to participate in the process and ultimately may cause thinly financed groups to exit for lack of resources.

In a participatory system already struggling against the odds to generate balanced engagement from a broad range of affected parties, filter failure is likely to be the last straw. Pluralistic processes integral to administrative governance threaten to break down and cease to function when an entire, critical sector of affected interests drops out due to the escalating costs of participation. Instead of presiding over vigorous conflicts between interest groups that draw out the most important issues and test the reliability of key facts, the agency may stand alone, bracing itself against a continuous barrage of information from an unopposed, highly engaged interest group. The agency will do its best to stay abreast of the information, but without pluralistic engagement by the opposition, which helps filter the issues, and without the support of procedural filters that impose some discipline on the filings of dominant participants, the agency may find itself fighting a losing battle. A system that puts the decisionmaker at the mercy of an unlimited flood of information from an unopposed group, which in turn can reinforce its filings by a credible threat of litigation, is captured by information. Figure 1 illustrates the dynamics of filter failure and information capture.

Figure 1: A Flowchart of Filter Failure and Information Capture

<table>
<thead>
<tr>
<th>Filter Failure</th>
<th>Resulting regulation suffers from imbalanced input; defensive satisficing (rather than innovative problem-solving); strategic gamesmanship; and information excesses that continue to spiral out of control.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information costs are allowed to rise uncontrollably and participants are encouraged to overload the system.</td>
<td>The high costs cause some participants to drop out and vigorous pluralistic processes cease to function.</td>
</tr>
<tr>
<td>Information Capture takes hold; the dominant party with information and resources exerts significant control on all facets of the rulemaking.</td>
<td></td>
</tr>
</tbody>
</table>

4. See, e.g., Fed. R. Evid. 403 (permitting exclusion of relevant evidence if its value is substantially outweighed by other dangers).
5. See, e.g., Sheila Jasanoff, Transparency in Public Science: Purposes, Reasons, Limits, 69 Law & Contemp. Probs. 21, 21-22 (2006) (discussing the commitment to and gradual expansion of the public’s right to access information underlying agency decisions).
6. The Freedom of Information Act is an exception to this general rule; it allows the agency to ask the requester to reimburse it for reasonable expenses incurred in responding to the information request. 5 U.S.C. §552, available in ELR Stat. Admin. Proc.
From the standpoint of a resourceful party, the ability to gain control of the rulemaking process through the use of excessive information may even be turned into a strategic advantage. Using technical terms and frames of reference that require a high level of background information and technical expertise, and relying heavily on “particularized knowledge and specialized conventions,” these fully engaged stakeholders can deliberately hijack the proceedings. Aggressively gaming the system to raise the costs of participation ever higher will, in many cases, ensure the exclusion of public interest groups that lack the resources to continue to participate in the process. Doing so all but assures that the aggressor will enjoy an unrestricted playing field and the ability to control the public input through all phases of the rulemaking life cycle.

Even when agency staff can withstand the technical minutia coming at them at high speed and under tight time constraints, they face an administrative record that is badly lopsided, and threats of lawsuits against the substance of their regulation that come predominantly from only one sector (industry). This skewed pressure may not cause them to cave in to each and every unopposed comment and technical addendum, but it likely affects at least some of the choices incorporated into the final rule.7 And when time is short, information capture becomes even more severe. Agency staff, even those who began their careers as true believers in their agency's mission, may find themselves relieved to have regulations written by industry because this ensures a quicker path toward a final, binding rule.8

Collective action theory already highlights the grim plight of public interest groups saddled with multiple handicaps in organizing and participating. The resultant underrepresentation of the diffuse public—at least relative to its actual stake in the issue—is a constant worry for political processes. Information capture adds a new worry to the collective action story.

The costs of organizing are no longer the only impediment that public interest representatives need to overcome; instead, inflated information costs, beyond what is justified or necessary, further drive up the cost of participation and simultaneously lower the payoff, at least to public interest groups that will find it increasingly difficult to translate the issues into tangible public benefits. In economic terms, as the costs go up and the payoff goes down, these thinly financed and salience-dependent groups that represent the public will drop out of the process.9 Indeed, they may even drop out midway through the rulemaking after realizing that they can no longer justify their involvement to donors and other funders.

These rising information costs can take a variety of forms in the regulatory system. Communications bulging with undigested facts are the most common type of information excess and include redundancies and peripheral issues that must be culled out; discussions pitched at too specialized a level or demanding an unreasonable level of background information from the reader; and discussions delving into very intricate details, many of which are of trivial significance. All of these information excesses serve to inflate the participants' costs in processing the information. Secrecy and deception also impose unjustified information costs on other participants if they are not able to access the information cheaply or at all. Even thinly supported litigation threats and marginally meritorious lawsuits can increase information-related costs for recipients (that is, defendants) to unreasonable levels.

The results of this information capture resemble the outcomes expected from more traditional forms of capture, but the mechanisms through which industry capture occurs are actually quite different from and at odds with these early public choice models. Most versions of old-fashioned agency capture depend on wooing malleable agency staff and officials with contributions or promises of future employment.10 Information capture, by contrast, thrives even in cases in which officials are principally opposed to the skewed outcomes that may result. The end result, however, is the same. In information capture, just as in old-fashioned capture, the stakeholders with relatively greater resources are able to dominate the outcomes and often do so free of oversight by onlookers—not because the deals have been struck through financial inducements, but because they are so technical and complicated that in practice they take place at an altitude that is out of the range of vision of the full set of normally engaged and affected parties.

II. How Administrative Law Enables Information Capture

The Administrative Procedure Act (APA)11 and related open government statutes create the perfect substrate for the growth and nourishment of information capture. Administrative law instructs interest groups that if they plan to file comments that can be backed by legal challenge, then the comments need to cover the waterfront of their concerns and ideally do so in detail. At the same time, administrative law places no restrictions on the size, number, detail, or technicality of the issues that can be raised—the sky is the limit. As a result, parties can inadvertently or deliberately exert substantial control over the agency's agenda in the number, diversity, detail, and even

8. For examples of these informationally overloaded regulations, see Wendy E. Wagner, Administrative Law, Filter Failure, and Information Capture, 59 Duke L.J. 1321, 1347-51, 1378-96 (2010).
10. See, e.g., Michael E. Levine & Jennifer L. Forrence, Regulatory Capture, Public Interest, and the Public Agenda: Toward a Synthesis, 6 J.L. & Econ. & Org. 167, 178 (1990) ("'Capture' is the adoption by the regulator for self-regarding (private) reasons, such as enhancing electoral support or postregulatory compensation, of a policy which would not be ratified by an informed policy free of organization costs.").
the framing of the multiple comments they lodge, as well as with the information they share earlier in the process. As long as the court reviews the agency’s action based on an unlimited record that commenters have a hand in creating, information becomes almost akin to a choke collar that can be used at the whim of interest groups to control the agency’s factual record and even its policymaking agenda.

Even worse, agencies themselves develop coping strategies that can aggravate the information capture problem. If the agency receives reams of unprocessed material from interest groups and is held responsible for synthesizing it, then the agency’s own process is likely to mirror these information pathologies, if not exacerbate them. An enormous record of highly technical and somewhat extraneous comments that delve into tedious and often unnecessary detail will tend to be reflected in the agency’s own rule in order to avoid accusations of insufficient attention to detail. Such an opaque rule may have the added benefit of being more likely to escape rigorous judicial scrutiny and may even discourage thinly financed parties from taking on the rule as a litigation project. Along these same lines, if the agency must respond to all comments yet cannot change the rule substantially without starting over, then the agency will engage interested parties much earlier in the process of developing the rule, even though this might defeat the idea of ensuring balanced and vigorous participation by a diverse set of interest groups. Even litigation threats at the conclusion of a rule may cause the agency to develop nontransparent coping mechanisms for adjusting rules after the fact, an exercise made easier when the rule generally escapes understanding by most onlookers.

In the abstract, courts would seem ideally suited to provide a reality check on Congress’s unrealistic faith in the agency’s ability to stay abreast of the avalanche of information that must be processed when developing a rule. But in APA case law, the courts have generally reinforced, and even expanded, the incentives for information excess and filter failure.13

The courts’ first unhelpful contribution to administrative process is to relegate to obscurity the one provision Congress did make for requiring agencies to filter information. In the APA, the agency is required to provide a “concise general statement of their basis and purpose [for the rule].”14 Despite the intent of the provision, courts hold an agency in violation of the “concise general statement” requirement only when the agency fails to provide enough information, not when it provides too much.15 From this case law, Prof. Richard Pierce concludes that “[t]he courts have replaced the statutory adjectives, ‘concise’ and ‘general’ with the judicial adjectives ‘detailed’ and ‘encyclopedic.”16

The demise of the concise general statement is just the beginning of the trouble, however. Not only do the courts reject the need for filters on the agencies’ communications (despite some congressional intent otherwise) but their opinions greatly exacerbate the risk of information excess and inaccessible rulemakings. By far the strongest incentive for agencies to actively load their rule and record with details and defensive statements is the hard look doctrine.17 Adding to the litigation worries created by hard look review is the occasional demand by courts that the agency develop substantial evidence in support of its protective regulation.18 The agency’s only responsible course of action when faced with these doctrinal demands is to engage in defensive overkill when developing rules.

The incentives for information excess arising from judicial review affect not only the agencies but also the interest groups that participate in the rulemaking process. Case law sends a signal to these parties that is quite similar to that transmitted to the agencies; namely, to include in their comments highly specific, very detailed, extensively documented comments on every conceivable point of contention, and to back up their comments with the threat of litigation. Attorneys working primarily for industry stress that the most important task for their clients is to “build the best record” they can, observing that “[w]ritten comments are the single most effective technique” for doing so: “Make sure that you submit to the Agency all relevant information supporting your concerns in the rulemaking. This is the best way to convince the Agency to respond favorably to your concerns.”19 Because there are no limits to the information that agencies are expected to process, there is no need for these commenters to provide succinct statements of their complaints. Instead, they can leave the task of processing the information to the agencies.

Several unrelated doctrines further reinforce the incentives for stakeholders to use information as an offensive weapon in their dealings with agencies. First, the courts generally require that only parties that file comments during the notice-and-comment period can later be involved in litigation against the agency.20 The courts’ demand that parties exhaust their administrative remedies was originally conceived of as a way to save agency resources, both by avoiding “premature interruption” of the rulemaking process and by bringing the courts into the picture only as a last resort. But because the threat of litigation may be

12. Cf. Jerry L. Mashaw, Greed, Chaos, and Governance: Using Public Choice to Improve Public Law 126 (1999) (“It seems virtually undeniable that the major procedural developments in American administrative law from the Administrative Procedure Act to the present have been largely the work of the courts or of the chief executive.”).
13. 5 U.S.C. §553(c) (emphasis added).
14. See, e.g., Indep. U.S. Tanker Owners Comm. v. Dole, 809 F2d 847, 854–55 (D.C. Cir. 1987) (holding that the Secretary of Transportation’s statement of basis and purpose failed to provide an adequate account of how the rule served the Merchant Marine Act’s objectives, and thus vacating the rule).
16. Id. at 593.
18. Andrea Bear Field & Kathy E. Robb, EPA Rulemakings: Views From Inside and Outside, 5 Nat. Resources & Envtl. Summer 1990, at 5, 9-10 (collecting the most important advice from the top attorneys interviewed for their report).
19. See generally McKart v. United States, 395 U.S. 185 (1969) (setting out the reasons for exhausting remedies first within the agency before raising the issue with the court).
the only, or at least the best, way for stakeholders to get the agency’s attention during the rulemaking process, they have strong incentives to err on the side of including every plausible argument in their comments in order to lay the groundwork for future legal action. Additionally, and more worrisome from the standpoint of information excess, the courts have held that more general comments from affected parties—even if lodged in writing and on time—are usually not material enough to matter legally. To preserve issues for litigation, affected parties are thus best-advised to provide comments that are specific, detailed, and well-documented.\footnote{See, e.g., Portland Cement Ass’n v. Ruckelshaus, 486 F.2d 375, 394, 3 ELR 20642 (D.C. Cir. 1973) (holding that a commenter cannot merely assert that a general mistake was made, but must provide specific evidence and argumentation as to the nature of that mistake and its implications).} Finally, the courts have signaled that an agency ignores these material comments at its peril, but this creates a situation in which interested parties can overwhelm the rulemaking process when it is in their interest to do so. With no limits on the extent or nature of the information they can file, the temptation to drown the agency in criticisms and accompanying documentation is likely irresistible, at least for some resourceful interested parties. As the D.C. Circuit remarked in a case with a record that spanned more than 10,000 pages:

[T]he record presented to us on appeal or petition for review is a sump in which the parties have deposited a sundry mass of materials that have neither passed through the filter of rules of evidence nor undergone the refining fire of adversarial presentation . . . The lack of discipline in such a record, coupled with its sheer mass . . . makes the record of information rulemaking a less than fertile ground for judicial review.\footnote{Natural Res. Def. Council, Inc. v. SEC, 606 F.2d 1031, 1052, 9 ELR 20367 (D.C. Cir. 1979).}

A number of adverse consequences flow from this design of administrative process. The most obvious cost is the diminishment of pluralistic oversight of agency actions. Information costs not only increase the costs of participation substantially, particularly for groups that lack inside information, but the resulting clouding of the issues can simultaneously work to reduce the payoff or benefits of participation for these same groups. Second, because of the costs informational avalanches impose on agencies, they might resort to gathering information outside the established notice-and-comment process, thereby limiting transparency and reducing accountability in order to avoid the burdens of official responses to comments made through the more formal avenues. Third, because of the APA’s structure and courts’ interpretation of it, agencies engage in defensive rulemaking, which inhibits creativity and encourages satisfying. The final consequence is the difficulty of reversing informational failure once it occurs.

### III. Reform

The problem of information capture runs deep in administrative law, and redressing it may involve a long process of experimentation. The reform proposals offered here approach the information capture from a range of vantage points in the hope of finding at least one entry point for sparking further discussion.

#### A. Reforms to Reinvigorate Pluralistic Engagement

I. Recalibrating Judicial Review

Given that the courts inadvertently create many of the incentives for regulatory participants to engage in information capture, correcting the standards for judicial review should be a top priority. The courts’ current approach to judicial review, as discussed above, is to evaluate the agency’s rule based on the information filed by interest groups in protest to the rule and to determine, as a substantive matter, whether the agency’s response was arbitrary. Agencies risk being reversed if their final rule is considered inadequate in light of a significant comment raised on the proposal.

The proposal here shifts the courts’ focus from substance to process and re-calibrates the courts’ review—ranging from hard look to considerable deference—to the robustness of the pluralistic process.\footnote{Professor Rubin’s idea of breaking the ties between rulemaking and stakeholder comments helped generate some of this Article’s recommendations. See Edward Rubin, It’s Time to Make the Administrative Procedure Act Administrative, 89 CORNELL L. REV. 95, 157 (2003) (arguing that rulemaking should be dictated by “instrumental rationality, rather than ... public participation”).} Under this reform proposal, if a diverse and balanced group of affected parties is involved throughout the rulemaking, then the agency’s rule would be afforded considerable deference from the court—a “[s]oft [g]lance” or something similar.\footnote{Thomas O. McGarity, Professor Sunstein’s Funny Math, 90 GEO. L.J. 2341, 2371 (2002).}

On the other hand, if one party dominates all phases of the rulemaking and then sues the agency for failing to make certain accommodations based on its comments, the court would have a strong presumption against the challenger. In this case, the court would afford the agency still more deference, along the lines of the clear error standard used in the appeal of fact from jury trials. By contrast, if a challenger was unable to engage in the rulemaking process because it lacked sufficient resources or specialized knowledge, but its members took a great interest in the consequences of the rule, then the court (almost like it treats parties proceeding pro se) would adopt a presumption in favor of the challenger’s petition and afford the rule a hard look.

This participation-based standard for judicial review thus uses the courts to help level inherent participatory imbalances, rather than allowing the courts to aggravate these imbalances, however unwittingly. If the agency is not attentive to vigorous engagement by the full range
of affected parties, for example, it would risk a hard look review of its rule if one of the underrepresented groups decides to file a challenge. Even more importantly, the agencies would have incentives to reach out and engage groups that are likely to be underrepresented in the rulemaking process. Calibrating the judicial review standard to the level of pluralistic participation in the rulemaking process may even provide dominant stakeholders with some incentives to engage their adversaries in the substance of a rulemaking: If dominant stakeholders wish to threaten the agency with a credible risk of reversal by the courts (that is, a soft glance review standard rather than clear error), they would need their adversaries to be present at least during the notice-and-comment period.

This calibrated approach to judicial review is not a panacea. The courts will need a way to determine, with some consistency, when imbalance has occurred. The test also requires determining when the ratio between a dominant group and other affected parties is unacceptable. Even with relatively clear rules for determining imbalance and the corresponding standard for review, there will be inevitable variations in how courts employ the applicable soft glance or hard look tests, although these variations are likely to be more modest than the current, roulette-like variations in the courts’ opinions. There are other possible problems with practical implementation of this proposal, such as strategic abuses, that will need to be anticipated and addressed.24 One partial solution to stave off abuses may be to add a more rigorously enforced good faith requirement to the petition process.

Ultimately, if this revised approach to judicial review still seems sensible once the kinks are worked out, it could be implemented interstitially by the courts or, ideally, passed into law as an amendment to the APA. A congressional amendment would provide the clearest and most democratic way to usher in the new approach to judicial review, but this may be politically unrealistic. Incremental experimentation by the courts may ultimately be both more realistic and desirable since it gives the approach a test run before it becomes codified as law.

2. Government Ombudsmen

A more comprehensive, but also more costly, method to redress pluralistic imbalance would deploy government intermediaries—agency-selected ombudsmen, advocates, advisory groups or even administrative law judges (ALJs)—to stand in for significantly affected interests that might otherwise be underrepresented in rulemakings. Agency ombudsmen or advocates could scrutinize all rulemakings to ensure, for example, that the agency is considering not just the economic costs of standards but also the public health benefits, particularly with regard to vulnerable populations. If the interests of unrepresented groups (e.g., the diffuse public) are not adequately considered in the proposed rule stage, the advocate would be required to file comments and build a record for review that could be used by other regulatory participants in the course of judicial review. The concept of formal, government-provided advocates in these types of settings is not new. In fact, the proposal has some of the flavor of the Small Business Reform Act, which institutes a rather elaborate network to ensure that the interests of small businesses are adequately considered.25

Alternatively, rulemakings that are highly technical and suffer from imbalanced engagement during notice-and-comment could trigger an advisory review process in which an expert committee is assembled to review the rule to ensure that issues relevant to missing affected interests (for example, diffuse public benefits such as health protection) have been adequately considered in developing the rule.26 As in current law, the agency would not be required to adopt the suggestions of advisory groups, but a record would be created that could be used as the basis for judicial review. The agency may even be required to respond to critical advisory group opinions or risk the chance of increased judicial scrutiny. The resulting record thus would not only provide an added hook for judicial review challenges brought by an underrepresented group but also should make the underlying issues more accessible to the broader political process.

3. Subsidizing Thinly Financed Groups

A less radical approach to increasing balanced engagement in at-risk rulemakings is to subsidize participation on specific rulemakings in which certain sets of interests, such as those representing the diffuse public, will be otherwise underrepresented. Alternatively, rewards could be offered to indirectly increase incentives for this same type of public-benefiting representation. For example, a monetary prize and positive publicity could be awarded to the author of the most meaningful public-benefiting set of comments on a complex rule, particularly if the party approaches the issues from the perspective of improving public health or environmental protection. There could even be law school or graduate student competitions not only for commenting on a rule but also for proposing compelling policy innovations. An interest group would then be permitted to challenge the rulemaking on behalf of the winning submitter if the agency ignores those comments, and would be entitled to reasonable attorney fees if the group substantially prevailed in the litigation. Through these mechanisms, interest groups and like-minded experts might find that the prospect of remuneration provides an incen-

24. These are outlined in the full article, Wagner, supra note 8, at 1411-13.


26. Cf. 42 U.S.C. §7409(d)(2)(B)-(C), ELR Star, CAA §109(d)(d)(2)(B)-(C) (establishing that the Clean Air Scientific Advisory Committee (CASAC) should review the U.S. Environmental Protection Agency’s (EPA) ambient air quality standards at five-year intervals).
tive to engage in complex rulemakings that overcomes the disincentives of participation created by the information capture phenomenon.

4. Adding Information Filters

A final reform to reinvigorate more balanced engagement by all affected interests would encourage or even mandate flat restrictions on the information that participants can load into the rulemaking process. These restrictions could be quite simple—for example, imposing page and volume limits on the filings, much like the limits placed by appellate courts on appellants. Courts could play a supporting role by scrutinizing comments to ensure that the issues raised to the agency were clear and accessible. At the very least, the filters would force all participants to begin to control information excess at the margin.

B Bypassing the Pluralistic Model

Even if the previously recommended reforms are implemented, agencies are still likely to focus most of their attention on comments that present a credible risk of judicial review and, as a result, may have less time to develop creative and more comprehensive solutions to regulation. Rather than focusing its energies on developing public-oriented regulatory policy, the agency finds instead that it must devote most of its analysis to preparing rules that can withstand fierce attack from an aggressive group of affected interests and respond to the flood of information loaded into the system by these same groups.

Unlike the reforms presented in the previous Section, the proposal presented in this Section attempts to address the problems created by information capture not by reinforcing adversarial processes, but by circumventing them, at least at an early stage of policy development. Specifically, this policy-in-the-raw reform requires the agency to be largely, if not completely, insulated from stakeholders and political input during the embryonic stage of the development of its regulatory proposal. Although affected parties would become important later in refining and even rejecting the proposals developed during this period, they would become involved only after the agency has had the opportunity to frame and consider regulatory solutions free from their input and pressure.

Although the details are best left for a later discussion, the policy-in-the-raw proposal in broad strokes involves a two-step rule-development process. At the raw stage, a small team of highly regarded policy wonks from inside the agency would develop a pre-proposal. This team would start with the statutory mandate and sketch out a goal statement based on that text alone. It would then work—essentially in complete isolation—to develop a pre-proposal that best accomplishes that goal. Unlike the current approach to rulemaking, this policy-in-the-raw stage would be led by an agency team that is completely unconnected with and ideally not even aware of stakeholder pressures, litigation concerns, or other legal risks associated with the rulemaking. Its deliberations would be shielded from all stakeholder input, including friendly guidance from staff in the general counsel’s office or from politically appointed officials. The team would also be free to approach the proposal in whatever way it sees fit. There would be no requirement that it use analytical tools like cost-benefit analysis, formal alternatives analyses, or other forms of impact assessment, although the team would be free to develop or use these analytic tools if it felt that doing so would be helpful and consistent with the statute’s goal.

The pre-proposal developed by this team would be subject to peer review or, as appropriate, input from a Federal Advisory Committee Act (FACA) advisory group comprised of a mix of policy analysts and other specialists (but not stakeholders). The team would have the option of using the comments, suggestions, and questions raised during this review process to modify the pre-proposal, but it would be under no obligation to do so. Any modifications would be wholly at the agency team’s discretion, and there would be no risk of judicial reprimand if the team chose to disregard suggestions made during this review.

The final pre-proposal, along with the comments of peer reviewers or the FACA committee, would be published on the Internet and available in hard copy. The preliminary proposal would be expected to be detailed and comprehensive, yet also accessible to regulatory experts who lack specialized knowledge about the issues addressed by the rule. The agency team members responsible for preparing the pre-proposal would operate much like academics—producing innovative yet effective proposals and enjoying reputational rewards based on the quality of their work.

Establishing an initial raw stage for regulatory policy development would counteract information capture in a number of subtle but important ways. First, the proposals developed as part of this process would likely be much more accessible to a wide group of affected parties than existing proposals. Second, policy-in-the-raw allows an agency team to innovate in ways that are decoupled from the participatory and litigation processes. This creates the opportunity for more candid and creative analysis. Finally, the raw period of policy development provides the agency with a litigation-free zone for conducting meaningful alternatives assessments on competing proposals.
C. Scrambling the Incentives of Regulated Parties Through Competition-Based Regulation

Rather than engage the missing interests more adversarially or impose filters on participants’ regulatory communications, a final reform attempts to scramble the incentives of the most engaged and powerful interest groups and pit these otherwise like-minded interests against one another. Specifically, this proposal focuses on dividing and conquering those parties that have successfully used information capture in the past by creating competition among them.

Competition-based regulation is easiest to understand in the context of product licensing. In current product licensing, the U.S. Environmental Protection Agency (EPA) determines which products are not “unreasonably unsafe” (or the equivalent) through complex and generally unopposed processes that often involve only the manufacturers of the product at issue. Because these manufacturers may dominate the procedures, EPA’s deliberations may not benefit from pluralistic oversight. As a result, there is a risk that the agency’s decisions will diverge from both statutory goals and what rigorous factfinding might otherwise reveal due to information capture. The alternative here attempts to devise ways to encourage the regulated parties themselves to challenge licensing decisions that are too lenient. Specifically, the manufacturer of a green product could file a petition alleging that a competitor’s product, which occupies the same market niche, is much more hazardous in a variety of ways and therefore should be regulated more stringently. The process would be initiated by a petition filed by the green company and would involve an adjudicatory hearing in which the manufacturers would battle each other on the facts. EPA would make a final decision on the merits and issue regulations accordingly.

One of this approach’s key attributes is that it provides incentives for adversaries to dredge up useful information regarding optimal environmental solutions that might otherwise be lost in the mounds of undigested regulatory filings. By relying on manufacturers to root out information on inferior competitors, and providing a forum for establishing more stringent regulation of those competitors, the proposal unleashes energy that those outside the competitive process, including regulators, will have difficulty duplicating. An added benefit of this approach is that market forces will help triage the regulatory process. Competitive energy will focus on the worst products and processes (for example, those for which green alternatives have the greatest competitive edge). The striking similarity of this proposal with recent proposals for competition-based reform of the patent system—in which non-patent holders could file petitions to cancel a patent as invalid—attests to policymakers’ increasing recognition of the valuable role market forces can serve in supporting regulatory decisions and processes.27

IV. Conclusion

Existing administrative processes suffer from too much rather than too little information. Other areas of law have developed rules that explicitly discourage parties from playing strategic games with information and encourage communications between participants to be productive and efficient. It is past time for the administrative system to take note and change its ways.

27. See, e.g., Patent Reform Act of 2007, H.R. 1908, 110th Cong §321 (2007) (providing that anyone “who is not the patent owner may file with the Office a petition for cancellation seeking to institute a post-grant review proceeding to cancel as unpatentable any claim of a patent”).
Professor Wagner presents a strong and provocative set of arguments on how information overload is creating barriers to public participation, obfuscating the most important information for decisionmaking, and capturing and clogging the administrative rulemaking process. The forest can, indeed, become obscured by the trees when it comes to effective, efficient, and fair administrative agency decisionmaking.

First, I generally agree with Professor Wagner’s overall assessment of the information overload, filtering, and capture problems, although some tweaks should be considered. Second, I depart from some specific aspects of her framing of an administrative agency’s responsibilities: the public agency’s role is to affirmatively protect and advance the public’s interest, not just be an umpire calling balls and strikes. Third, while some of her proposed reforms are promising for fuller exploration, some of the suggested cures might be as harmful as the diseases.

I. The “Desperately Seeking Data” Challenge: Information Overload That Deters Public Participation and Clogs and Distorts Administrative Decisionmaking

Professor Wagner hits the nail on the head: information overload and the too-often absence of filtering and separating the informational wheat from the chaff can capture and clog the process, unduly raise the price and deter public participation by less well-financed parties, and, ultimately, distort the administrative decisionmaking process. The most important, relevant and persuasive information should be highlighted and not get lost in the morass. As Professor Wagner explains:

A number of important social policies may be adversely affected by administrative law’s naïve presupposition that more information is better. Although this affinity for unbounded information may have originated in the middle of the last century when information was more scarce, in the electronic age, this indiscriminating approach to information is clearly outdated. Indeed, other institutions recognize that effective processing of information is a prerequisite to effective decisionmaking.¹

That’s right on target. The administrative law operating paradigm should shift from “more information is good” to “good information that is more persuasive.” The weight of the evidence should not be principally measured by page and word count.

There’s an analogy here to one of the Chicago’s Neo-Futurist Theater Company’s recurring productions: “Too Much Light Makes the Baby Go Blind.”² We do need better illumination of key facts and salient issues for decisionmaking. However, that requires using better spotlights, rather than floodlights, to address what Professor Wagner identifies as “Filter Failure.” Sunlight may be a powerful disinfectant, but staring into the sun for too long is not helpful.

The excessive doctrinal gobbledygook and alphabet-soup technical lingo in administrative agency proceedings likewise deters and impairs meaningful public participation. Rulemakings with tech-speak mumbo-jumbo are as inviting to public participation and engagement as are law review articles with 400 footnotes. In short, they become impenetrable mysticism except to an insiders’ cabal.³ The public entry costs for engagement are too high. As Professor Wagner explains: “Using technical terms and frames of reference that require a high level of background infor-

mation and technical expertise, and relying heavily on ‘particularized knowledge and specialized conventions,’ these fully engaged stakeholders can deliberately hijack the proceedings.

Inaccessible technical language becomes obfuscating or, at best, confusing. “Spontaneous combustion” at a nuclear plant should instead be plainly called a “fire.” “Nuclear power units” become agency nomenclature for “nuclear power plants.” Coal plant “emissions” are the regulatory term-of-art for what most people commonly call “pollution.” The administrative agency, of course, cannot precisely specify what intervening parties and their attorneys write in their documents, but the administrative agencies can: first, speak for themselves in plainer language; and, second, provide guidance that encourages the parties to do so as well.

Professor Wagner points out: “To be a serious player in this game, a participant must enjoy convenient access to relevant information, a significant reserve of resources (mostly technical and legal), and high stakes and motivation. To win, a player need not convince his opponents of the merits of his case; he need only wear them down enough to cause them to throw in their towels and give in.”

That, of course, is just as true in courtroom litigation as in administrative proceedings. The entry costs are too high for most of the public’s robust participation.

One countervailing force is that access to information is now much more readily accessible, cheaper and easier to obtain on the internet. For example, in many utility rate case proceedings in the 1980s and 1990s, consumer and environmental groups and governmental agency intervenors would typically file detailed discovery requests for Securities and Exchange Commission (SEC) filings by the utilities as well as other financial reports and analyst reports. Document production would often be slow and delayed, and utilities could drain intervenors’ more limited resources with various objections and discovery battles. Today, much of that information is readily available on the internet, and a company’s SEC 10-Q filings can be quickly obtained with a few keystrokes at the SEC’s “Edgar” website. This has a leveling impact on the respective abilities of parties with disparate resources to participate in administrative proceedings.

That offset having been recognized, Professor Wagner correctly identifies the problems and the corrosive and distorting impacts on fair administrative decisionmaking processes. Her point about courts’ increasingly heavy applications of waiver, exhaustion of administrative remedies and other such access limiting doctrines rings very true:

these approaches incentivize parties to paper the record and exacerbate information overload in the administrative process. Experienced litigators know that it’s best to protect their clients’ interests by “includ[ing] in their comments highly specific, very detailed, extensively documented comments on every conceivable point of contention, and to back up their comments with the threat of litigation.” Woe to the intervenor party—industry or public interest—that omits a plausible legal argument in its comments before an agency, but then seeks to raise that legal issue on appeal after it has reviewed the final agency order.

II. The Administrative Agency’s Responsibility to Assert and Protect the Public Interest Is Even More Fundamental When the Process Is Distorted by “Filter Failure and Information Capture”

Professor Wagner’s layered views of administrative agencies’ public responsibilities are partly skewed. In part, Professor Wagner argues that the agency is deterred from reaching a fair and balanced decision when the pluralism of the participating groups is undermined by barrages of information and data submittals by well-financed business interests that impose undue information cost and time burdens “caus[ing] thinly financed groups to exit for lack of resources.” The public’s interests suffer accordingly. That’s correct.

In part, however, Professor Wagner also seems to view the administrative agency as an overwhelmed arbiter that should be seeking to reach a result that balances among the competing parties—although made more difficult by informational overload that deters public representation. The principal role of many regulatory agencies, such as the Federal Communications Commission, Federal Energy Regulatory Commission, and Consumer Products Safety Commission, is different: protecting and advancing the public’s interests, not just be an umpire calling balls and strikes. A fair and balanced approach is vital. Recognize, though, that the regulated businesses have strong economic incentives to vigorously and effectively advocate their interests. The role of the public regulatory agency is instead to protect the public’s interests, especially where monopoly or oligopoly businesses are involved and the public’s opportunities to vote with their wallets in more competitive markets are limited.

In addition, the agencies need not necessarily be lambs without defenses against voracious wolves with sharp “information capture” teeth. Trial courts manage litigation with pre-trial orders focusing and limiting discovery

4. Wagner, Administrative Law, supra note 1, at 1333.
5. Id. at 1329.
7. Wagner, Administrative Law, supra note 1, at 1362.
8. Id. at 1332.
and various case management orders and rulings designed to focus information-gathering and decisionmaking on the most relevant issues. Administrative agencies can move further in adopting best practices for managing their rulemaking proceedings. There should be more training of key agency officials on what the agency’s role is and how to fairly, efficiently and effectively manage rulemaking proceedings. Different agencies have different types of expertise, experiences and capabilities. Improved case management and training can help to mitigate some of the troublesome, real-world impacts that Professor Wagner correctly points out.

III. Some Observations on Professor Wagner's Specific Reform Proposals

Professor Wagner laudably proposes a buffet of proposed reforms—some of which she actively advocates (e.g., “recalibrating judicial review”) and others that she characterizes as “policy-in-the-raw” (“bypassing the pluralistic model”). Some gain more traction than others. Some can be torqued to greater benefit. Some are much less persuasive.

1. Better Case Management and Training Are the Predictive Reforms: First of all, better case management practices by administrative agencies and good training for key rulemaking personnel are very important initial improvements. Experienced litigation and regulatory attorneys can identify those court cases and administrative proceedings that were run effectively by judges and agency personnel who deployed effective case management tools, and they can also moan about the opposite.

Managing rulemaking proceedings effectively is a skill. The “science” of case management and training programs is becoming more robust. Better implementation across the wide range of federal and state administrative agencies conducting rulemaking processes is a key starting point. These reforms warrant more emphasis than Professor Wagner’s paper provides.

2. Effective Advocates Find Ways to Mitigate Filter Failure and Information Capture by Focusing on the Most Important Issues and Building Coalitions to “Scramble the Incentives” and Realign the Players: Smart capable attorneys find ways to advocate effectively even on an unevenly-resourced playing field. One counterstrategy to information flooding by a well-financed party is for advocates to focus their own and the agency decisionmakers’ attention on the most important, determinative points. Don’t get lost in the haze and maze; get focused. Experienced appellate advocates almost never attempt to make more than three points at oral argument. Trial attorneys focus religiously on the storyline and evidence leading up to their closing argument. While a multifaceted and more open-ended rulemaking proceeding may have more moving parts—and concerns about building a strong record for appeal as well as waiver problems—that does not excuse failures to focus the most attention on the most important issues, information and structures. In short, what are the advocate’s best, most persuasive arguments? Don’t get sucked into responding to each and every point made by an opponent; don’t follow every distracting tangent.

Public interest attorneys, who typically face more financial constraints, are often forced to “go for the jugular” and focus their participation out of necessity more so than bill-by-the-hour private attorneys with deeper-pocketed business clients. For certain businesses, the legal costs may be quite cheap compared to the regulatory compliance costs, and for their attorneys, the financial rewards often come with more hours and higher billings. (In some cases, today’s more constrained legal market is modifying billing practices.)

Professor Wagner’s final reform suggestion—“Scrambling the Incentives of Regulated Parties through Competition-Based Regulation”—plays out differently and more optimistically as effective advocates on various sides maneuver for success. The rulemaking process is often more robust and pluralistic with shifting alliances and less traditional coalitions than Professor Wagner suggests. For example, effective public interest environmental and public health advocates have forged alliances with pollution control equipment manufacturers to advocate stronger mercury pollution reduction standards for coal plants. Nuclear plant owners and the natural gas industry, which economically compete with the coal industry, are now aligning with environmental and public health organizations to advocate for the U.S. Environmental Protection Agency to issues strong greenhouse gas and other pollution reduction standards for coal plants. When it comes to natural gas “fracking” regulations, by contrast, the shoe may be on the other foot.

The railroad industry may align with environmental groups on regulations involving cleaner engines and better pollution control equipment for trucks, and, conversely, the trucking industry may see public health groups as logical allies for regulations to reduce pollution from locomotives. The Clean Air Act’s technology-forcing standards (“best available control technology” and “maximum available control technology”) provide incentives for businesses with the next level of sophisticated pollution control equipment to devote considerable economic resources to litigate and advocate for stronger pollution control standards that expand their product markets and profit opportunities.

The point is that effective litigators and other policy advocates must be and are skilled at building coalitions that realign and scramble the forces before administrative agencies engaging in rulemaking processes. This repositioning can foster more of the participatory system, through which Professor Wagner seeks to “generate balanced engagement from a broad range of affected parties” sharing cost burdens and countering some of the very real
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information distortions and capture that she correctly identifies, recognizes and seeks to overcome.\textsuperscript{12} Public interest attorneys, in particular, having limited resources, must be creative in designing strategies and building coalitions to make the regulatory proceedings more multilateral than resource-imbalanced bilateral in order to overcome information capture and succeed in advancing their interests. This is a variant of the “competition-based regulation” that Professor Wagner suggests.\textsuperscript{13}

3. “Recalibrating Judicial Review” Is a Very Long-Term Strategy: Professor Wagner states that “correcting the standards for judicial review should be a top priority.”\textsuperscript{14} She contends that courts should give more deference to an agency’s decision if there was a robust, pluralistic set of participants in the rulemaking development process. “On the other hand, if one party dominates all phases of the rulemaking and then sues the agency . . . the court would have a strong presumption against the challenger.”\textsuperscript{15} While this proposal is intriguing, its implementation is very challenging as Professor Wagner acknowledges. First, how will the courts determine whether there was a participatory imbalance before the agency and what standard should be applied? Second, as Professor Wagner recognizes, the best way to accomplish this revamping of judicial review would be for Congress to enact an amendment to the Administrative Procedure Act, “but this may be politically unrealistic.”\textsuperscript{16} Third, it’s likely to take many years for this judicial review approach to be “implemented interstitially by the courts or, ideally” enacted by Congress.\textsuperscript{17} In the meantime, other steps can and should be taken.

4. Creating Government Ombudsmen and Subsidizing Thinly Financed Groups With Intervention Funding Can Build on States’ Experiences: Professor Wagner proposes reforms to “redress pluralistic imbalance [by] deploy[ing] government . . . ombudsmen, advocates . . . to stand in for significantly affected interests that might otherwise be underrepresented in rulemakings”\textsuperscript{18} and “subsidize participation on specific rulemakings in which certain sets of interests, such as those representing the diffuse public, will otherwise be underrepresented.”\textsuperscript{19} In fact, examples of these approaches have been in operation for many years.

The Public Utility Regulatory Policies Act of 1978\textsuperscript{20} requires states to either provide for consumer intervention funding support\textsuperscript{21} or an “alternative means” of representation for consumer interests\textsuperscript{22} in utility rate cases and other state regulatory proceedings. State public utilities regulatory commissions in Michigan and Wisconsin, for example, have long-established intervention funding programs for consumer, environmental and other civic organizations to support attorney and expert witness expenses. Some states also have statutory provisions for attorneys’ fee awards for court appeals in which administrative agencies’ regulations are overturned. The Illinois Citizens Utility Board and Consumers’ Counsel ombudsmen in Indiana, Iowa, Ohio and Pennsylvania provide an alternative approach. The State Attorneys General also often perform consumer representation roles before state public utilities regulatory commissions.

At the federal level, the new Consumer Financial Protection Agency/Bureau created by Congress in the 2010 Dodd-Frank financial reform law will potentially perform an analogous government ombudsmen role. Likewise, as Professor Wagner recognizes, the Small Business Regulatory Enforcement Fairness Act of 1996 provides small businesses with an agency ombudsman and related advocates to help protect their interests. There are Congressional proposals to establish an Office of Consumer Advocacy to represent consumers on rate and service issues involving electric and natural gas companies before the Federal Energy Regulatory Commission, as well as various ombudsmen in other areas. On the intervention fund side, the federal Equal Access to Justice Act provides fees to parties that prevail on appeals overturning agency actions in certain circumstances.

In short, there is considerable experience at the state level to build upon in further exploring Professor Wagner’s government ombudsmen and intervention funding reforms to spur more public participation. There are also federal precedents from which lessons can be learned. Professor Wagner is on the right track here with a reform that advances a more robust and balanced participatory rulemaking process.

5. Attempting to Head Off Information Capture by Providing for Early Secretive Engagement of Agency Policy Wonks Is Unwise and Impractical: Professor Wagner proposes a “policy-in-the-raw” by which an agency’s policy wonk team would somehow start with “a small team of highly regarded policy wonks from inside the agency [to] develop a pre-proposal . . . in complete isolation . . . completely unconnected with and ideally not even aware of stakeholder pressures, litigation concerns, or other legal risks associated with the rulemaking. Its deliberations would be shielded from all stakeholder input.”\textsuperscript{23} The only check on these mythical neutral, expert policy wonk Mandarins would be neutral peer reviewers or, “as appropriate, input from a Federal Advisory Committee (FACA) advisory group comprised of a mix of policy analysts and other specialists (but not stakeholders).”\textsuperscript{24} The agency’s policy wonk team would have complete discretion and be largely unaccountable.

---
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Oh, come on. As “they say in Harlan County, there are no neutrals there.”25 This notion of an unaccountable, secretive, non-transparent group of supposedly neutral agency bureaucrats, advised only by some supposedly neutral “mix of [outside] policy analysts” making the key initial regulatory decisions would likely violate the Administrative Procedure Act, FACA, open government principles and common sense. For the outside policy analysts, please check who is paying their salaries, their consulting contracts and other relationships. Here, the proposed cure may well be worse than the disease. Professor Wagner’s other proposed reforms have some challenges, but much more promise.

IV. Conclusion

Professor Wagner clearly identifies the severe, practical, modern-day challenges to fair and balanced administrative agency rulemaking processes that can be strategically manipulated, overwhelmed and captured by a deluge of information and filings by well-financed interests for whom the costs of extensive regulatory intervention is a mere fraction of the potential ultimate regulatory compliance costs. Moreover, this distorted process can squeeze out underfinanced public interest organizations, governmental parties and private businesses from fully participating in the proceedings. The problems are real and serious.

Agencies can deploy improved case management tools to help mitigate the problems, filter the information flow and advance better and more inclusive processes. Effective advocacy, including building coalitions that, in Professor Wagner’s words, “scramble the incentives” can counter presumed dominating private interests. Some of Professor Wagner’s other proposed reforms warrant further hard-nosed exploration, especially those that build on existing mechanisms. Professor Wagner is focusing attention on serious challenges to the integrity of administrative agencies’ rulemaking processes, and her calls for positive solutions are well grounded.

---

25. Which Side Are You On, adapted from the original lyrics by Florence Reece, written in 1931 during a strike by the United Mine Workers of America in which her husband, Sam Reece, was an organizer in Harlan County, Kentucky.
Enabling Investment in Environmental Sustainability
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This Article proposes an “environmental practices money security interest” (EPMSI) that lawmakers could add to Uniform Commercial Code (UCC) Article 9. The EPMSI would grant priority over earlier investors to financiers whose extensions of credit enable debtors to invest in improving environmental impact.

An extensive conversation about creating incentives for commercial actors to take more responsibility for environmental harm is underway. Very few participants, however, identify commercial finance law as a potential site for developing these types of incentives.

Imagine a company that wants to renovate its manufacturing processes to reduce waste and utilize alternative fuels. Such renovation could require contracting with various experts, service providers, and engineers, as well as acquiring both tangible and intangible property. A company may want to undertake this type of improvement but be unable to do so because it lacks either internal funds or the capacity to issue low-risk debt to pay for the process. The company may lack the capacity to issue low-risk debt because an existing secured creditor has a floating lien on the company’s assets and this creditor is unable or unwilling to fund the renovation process. The proposed EPMSI rules would create a collateral-security device that private parties could elect to use in this type of situation.

The EPMSI concept invokes difficult questions. Why rely exclusively on government subsidies such as tax credits and subsidized loans to induce investments in improved environmental impact when we could also enact commercial law devices that do so? At the same time, why disrupt secured creditors’ priorities and risk a negative response in the credit market to address environmental concerns that should be left to regulation? The complete version of this Article delves more directly into these difficult tensions.

This version presents the EPMSI as concisely as possible.

The proposed EPMSI would put secured lenders in the position of either funding costs of improvements in environmental impact, or risking subordination to a financer who will. In some instances, engaging in environmental practices may yield very tangible returns for debtors; in others, the value of services may be harder to calculate or may be externalized. The EPMSI rules could allocate to secured parties the costs of creating environmental benefits that could accrue to society at large. An exception to first-in-time priority for EPMSI creditors would require a legislative determination that, when companies seek financing for environmental practices, they should have the capacity to issue high-priority debt.

The issue of creating costs that yield externalized benefits pervades thinking about responsibility for the environment. If costs are always imposed on the public because the public benefits, then private actors have no incentive to reduce the harm they inflict—short of civil or criminal liability. At the same time, if certain private actors bear costs the benefits of which are externalized, and they cannot do so and stay profitable, then this creates other costs to the public that we must consider.

Government subsidies for “green” investment allocate the costs of inducing such investment to the public. One could argue that a device like the EPMSI that allocates costs to private parties is not as desirable as public subsidies because secured lenders, if an EPMSI were enacted, would charge more for credit and lend less, passing costs on to companies in ways that hinder growth.

But even if we assume that creditors, to some extent, would lend less if states enacted EPMSI rules, this alone does not justify rejecting the EPMSI. It just complicates fundamental questions surrounding the EPMSI concept. What is better, maximum access to credit or the capacity to issue high-priority debt to fund improvements in environmental impact? Responding to imminent environmen-
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tal problems will be costly; failing to adequately respond would be much more costly.

Some may consider any proposal that would result in credit constriction to be bad or unjustified unless its benefits were proven to outweigh the costs associated with credit constriction. This type of proof is extremely difficult, if not impossible, to make. Questions about how best to induce desirable modes and levels of investment are precisely what this work hopes to invoke.

UCC Article 9 currently contains rules creating the purchase-money security interest (PMSI) for acquisition of goods, and the production-money security interest (PrMSI) for agricultural finance. The PMSI is included in UCC Article 9 in all states. The current PrMSI rules appear in appendix II to Article 9. Six jurisdictions have enacted these rules.\(^3\) The PMSI and the PrMSI are “super-priority” security interests: so long as PMSI and PrMSI creditors comply with the relevant notice provisions of Article 9, they enjoy priority in advance of earlier secured claims.

States could draw on the PMSI and PrMSI rules to create an EPMSI. Generally speaking, interests that enjoy later-in-time priority present risk of dilution of earlier creditors’ claims. Numerous scholars have observed that the tracing and identifiable collateral requirements that limit the scope of PMSIs temper this threat of dilution. In the case of the EPMSI, service providers and providers of assets other than goods may be EPMSI creditors. While environmental practices money collateral may include assets to which earlier creditors are looking for security, notice requirements and limitations on the scope of EPMSI collateral can contain the threat of dilution of earlier creditors’ claims.

UCC Article 9 sets forth the order of priority in which various creditors take from an insolvent debtor’s assets. Generally, these rules grant priority to secured over unsecured creditors. Secured creditors’ priorities rank in the order in which each creditor came along—first in time, first in right.\(^4\) However, some security interests enjoy later-in-time priority. These “super-priority” security interests enjoy an exception to the general rule to enable or facilitate the type of credit they involve. In essence, by permitting certain secured creditors to prevail over earlier secured creditors, the code, as Hideki Kanda and Saul Levmore put it, “compromises between the advantages and the disadvantages of ‘new money.’”\(^5\)

As we consider these advantages and disadvantages, two points about UCC Article 9 become important. First, legal scholars overstate the extent to which the purchase-money rules avoid dilution risk by limiting PMSI collateral to new goods. Second, scholars tend to overlook the existence of the production-money interest in agricultural finance in analyses of Article 9 and interests with later-in-time priority.

In a nutshell, conventional wisdom holds that the limitation of interests with later-in-time priority to new assets acquired with new value is key to the coexistence of floating liens and super-priority security interests. But this conventional wisdom about interests with later-in-time priority plays down both: (1) the reality that the purchase-money rules do present risk to earlier creditors, and (2) the existence of the production-money interest in agricultural finance (in which the later-in-time creditor’s interest is not limited to new goods and their identifiable proceeds).

Much of the scholarly analysis of PMSI rules seems to assume an idealized form of purchase-money interest, rather than a reality in which purchase-money interests are risk altering. As with any type of credit, a debtor can use PMSI credit to acquire new equipment or inventory that takes the company’s business in a new direction that ultimately hurts its creditors.

With respect to the PrMSI, perhaps scholars regard this device as an anomaly limited to agricultural finance. But the current PrMSI, along with its predecessor 9-312(2), disrupts the notion that we can explain the coexistence of first-in-time and later-in-time interests under Article 9 completely in reference to the PMSI’s strict, asset-based nature. The existence of the PrMSI complicates the notion that Article 9’s approach to priority is a coherent scheme in which interests with later-in-time priority are neatly contained to purchase-money situations in which debtors acquire new goods that are the later creditors’ collateral.

My complete article discusses at greater length (i) theoretical understandings of later-in-time priority, the PMSI and PrMSI, (ii) the issue of costs of credit and imposing costs on secured creditors, and (iii) other basic questions that the EPMSI concept raises. These include the effects of negative pledge clauses, the possibility of debtor abuse of the EPMSI, and concerns about proposals to enact rules creating special priority for loans to enable whatever other objectives lawmakers may deem worthy of incentivizing. Again, the purpose here is just to present the EPMSI.

The structure of and policies behind the PMSI offer a framework for thinking about the proposed EPMSI. Similarly, the evolution under Article 9 of production-money interests in farm products provides insight into super-priority security interests that is useful to consider when contemplating an environmental-practices-money interest. The EPMSI concept, in important ways, both draws upon and departs from the models provided by these interests.

A PMSI arises when a secured party’s extension of credit enables the debtor to acquire new goods such as inventory or equipment.\(^6\) These rules enable a debtor to have some latitude in seeking new assets and new credit despite the presence of an existing secured creditor with substantial control over the debtor. Also, purchase-money credit can benefit the prior secured creditor because the debtor is get-
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ning assets on better terms than it otherwise could—assets that are not part of the collateral pool to which prior creditors were looking for security.

But debtors can apply PMSI credit in ways that (1) sink a debtor deeper into debt when it cannot pay all of its obligations, or (2) enable the debtor to acquire assets to move in a new direction that hurts the debtor’s financial performance. Some scholars point out that because the PMSI creditor comes later in time, it has better, more current information with which to determine whether its loan is too risky. While this observation may be true, it does not change the fact that the PMSI rules present risk to earlier creditors.

On the environmental front, innovative processes and equipment that improve environmental impacts of doing business are proliferating. Many of these innovations are expensive and many are speculative in the sense that they are new and in the sense that it is unclear whether or not companies can internalize the benefits of investment in them. The range of investments that companies are seeking to improve environmental efficiency is broader than investments in new equipment or other goods.

As the PrMSI rules show, the notion that special priority rules should apply in certain contexts to service providers is not new. Currently only six states offer enhanced priority for holders of production-money interests, but before 2001, forty-five states and the District of Columbia enacted an earlier form of the PrMSI in old section 9-312(2).

There are several, major differences between PMSIs and PrMSIs. Some of these differences fuel the lack of consensus over model section 9-324A. In important ways, the proposed EPMSI has more in common with the production-money interest than with the more widely accepted purchase-money interest.

One significant difference is that the PMSI collateral constitutes new goods, while the collateral securing the PrMSI may be the same farm products to which a prior creditor is looking for its security. This can be the case, for example, when the PrMSI creditor provides services, seed, or fertilizer that is promptly used up in crop production. The proposed EPMSI would also differ from the PMSI in that EPMSI creditors may provide services (for example, to make facilities more energy efficient). The environmental-practices-money collateral, then, may include assets to which earlier creditors are looking for security.

Both the PrMSI rules and the proposed EPMSI rules limit the super-priority security interest to the extent of new value that the creditor provides. In the PrMSI context, this new value is supplies or services to yield new farm products. Though the PrMSI is not limited—like the PMSI—to new goods and their identifiable proceeds, there is a relationship between production-money credit provided and the farm products that the debtor then produces.

In the EPMSI context, a creditor that enables environmental practices may not, in many cases, assist the debtor in developing or acquiring discrete, new property. The new value an EPMSI creditor provides may create savings in energy or waste management costs, reduced liabilities under environmental regulations, new intellectual property, or enhanced good will, for example. In some instances the benefits of investment in environmental practices may be externalized entirely. Depending on tolerance for risk of dilution of earlier creditors’ claims, EPMSI collateral could be as broad as all the debtor’s personal property, or as narrow as, for example, specific intellectual property acquired with environmental practices money credit.

The purpose of presenting draft provisions 9-324B and 9-103B here is to make the EPMSI concept as concrete as possible. Notice and priority provisions could be drafted as follows:

9-324B. PRIORITY OF ENVIRONMENTAL PRACTICES MONEY SECURITY INTERESTS.

(a) Except as otherwise provided in subsections (c), (d) and (e), if the requirements of subsection (b) are satisfied, a perfected environmental-practices-money security interest in environmental-practices-money collateral has priority over a conflicting security interest in the same collateral and, except as otherwise provided in Section 9-327, also has priority in their identifiable proceeds.

(b) An environmental-practices-money security interest has priority under subsection (a) if:

(1) the environmental-practices-money security interest is perfected by filing when the environmental-practices-money secured party first gives new value to enable the debtor to engage in environmental practices;

(2) the environmental-practices-money secured party sends an authenticated notification to the holder of the conflicting security interest not less than 10 or more than 30 days before the environmental-practices-money secured party first gives new value to enable the debtor to engage in environmental practices if the holder had filed a financing statement before the date of the filing made by the environmental-practices-money secured party; and

(3) the notification states that the environmental-practices-money secured party has or expects to acquire an environmental-practices-money security interest in the debtor’s property and provides a description of the environmental-practices-money collateral.

(c) Except as otherwise provided in subsection (d) or (e), if more than one security interest qualifies for priority in the same collateral under subsection (a), the security interests rank according to priority in time of filing under Section 9-322(a).

(d) To the extent that a person holding a perfected security interest in environmental-practices-money collateral that is the subject of an environmental-practices-money security interest gives new value to enable the debtor to engage in environmental practices and the value is in fact so used, the security interests rank according to priority in time of filing under Section 9-322(a).
(e) To the extent that environmental-practices-money collateral is also purchase-money collateral [or production-money collateral], the notice and priority rules applicable to purchase-money security interests under Section 9-324 [or production-money security interests under Section 9-324A] shall govern.

There are two main challenges to defining the scope of an EPMSI. The first challenge is defining the range of credit extensions that would give rise to this type of interest. The second challenge is determining to what assets an EPMSI should attach, given that environmental-practices-money creditors may be providing services or other value and looking to the same assets as earlier creditors for security.

The most difficult provisions to craft are subsections defining "environmental practices" and "environmental-practices-money collateral." For purposes of an EPMSI, "environmental practices" should refer, speaking generally, to practices, processes, or projects that businesses undertake to improve the impacts that their activities have on natural resources. This is a broad and potentially amorphous category of undertakings. People commonly invoke the concept of "environmental sustainability" to refer to the goals of these kinds of practices. But defining environmental sustainability is complicated such that defining environmental practices as practices that improve environmental sustainability compounds the challenge.

Nonetheless legislatures, industry groups, international organizations, and others have engaged in defining the concepts of "environmental sustainability," "sustainable development," "renewable energy" and other similar concepts of "environmental sustainability," "sustainable development," "renewable energy" and other similar concepts for purposes of lawmaking and for defining best practices.

One approach to defining "environmental practices" for EPMSI purposes is to draw from these efforts. A second approach is to cross reference existing statutory provisions that concern environmental impact. In any event, the task is to create a working definition that is concrete enough to define a particular type of extension of credit, yet broad enough to refer to this type of credit as it may arise in diverse contexts.

9-103B. ENVIRONMENTAL-PRACTICES-MONEY SECURITY INTEREST; APPLICATION OF PAYMENTS; BURDEN OF ESTABLISHING

(a) Definitions. In this section:

(1) “environmental-practices-money collateral” means [ALTERNATIVE 1: personal property that secures an environmental-practices-money obligation] [ALTERNATIVE 2: intellectual property acquired or developed with environmental-practices-money credit] [ALTERNATIVE 3: deposit accounts of the debtor containing cash derived from savings in energy costs];

(2) “environmental-practices-money obligation” means an obligation of an obligor incurred as all or part of the price of goods or services or for value given to enable a nonconsumer debtor to engage in environmental practices if the value is in fact so used; and

(3) “environmental practices” means [ALTERNATIVE 1: practices, processes, or projects undertaken to improve environmental impact or sustainability] [ALTERNATIVE 2: engagement of services or acquisition of personal property for the purpose of improving energy efficiency, reducing carbon emissions, increasing use of renewable energy, retaining ecosystem services, or minimizing loss of plant or animal habitat] [ALTERNATIVE 3: An investment is one in environmental practices if it improves the environmental impact of the debtor’s activities. An investment does this if it reduces carbon emissions made by the debtor or caused by the debtor’s products. An investment does not improve the environmental impact of the debtor’s activities if it is not used to make a material change in the debtor’s processes, practices, or property intended to improve the environmental impact of debtor’s business.] [ALTERNATIVE 4: engagement of services or acquisition of property that entitles the debtor to a tax benefit authorized pursuant to Colo. Rev. Stat. 31-20-101.3 or to effectuate a “direct emissions reduction,” “emissions reduction measure,” or “market-based compliance mechanism” as defined in California Health and Safety Code §§ 38505(e), (f) and (k), respectively].

[Subsections (b)–(d) track the language found in uniform section 9-324 and model section 9-324A.]

The first three alternatives in draft 9-103B(a)(3) above attempt substantive definitions. The safe-harbor provisions in Alternative 3 could be enacted along with the definitions in Alternatives One or Two.

Alternative One is obviously very broad, and it may be the least desirable of the proposed rules in terms of clarity. General definitions of sustainability tend to be stated very abstractly. They articulate general standards that, if breached, may result in liability. They are not necessarily designed to define a set of practices that result in sustainability. Conversely, the concrete definitions of environmental sustainability tend to be industry specific. These definitions are so detailed that they tend to be useful only for companies involved in the particular industry for which the standards are articulated.

Under these draft rules, an EPMSI creditor is required to give notice to earlier creditors before the EPMSI arises. Debtors and creditors need to be able to know whether they are creating an EPMSI in advance of the extension of credit that finances the qualifying practice.

Lawmakers could allow private actors to work out among themselves, to a large extent, what would constitute “environmental practices.” If disputes arise, then courts would participate in the process of delineating what constitutes “environmental practices” for purposes of section 9-103B(a)(3). While clarity at the outset could be an issue (and lack of clarity itself has costs) this approach would create an expansive range of contexts in which private actors could utilize the EPMSI.

Alternative Two presents the same general considerations as Alternative One, except that it refers to a set of
concepts that is more specific than “environmental impact or sustainability.” By reigning in the definition of “environmental practices,” Alternative 2 clarifies the kinds of activities that could give rise to an interest with later-in-time priority, if they are undertaken with EPMSI credit. If a legislature finds clarity to be more important than creating a security device with broad applicability, more specific formulations that also contain substantive definitions of concepts like “renewable energy” or “reducing carbon emissions,” could be appropriate.

Earlier creditors could contest EPMSI status upon receiving the notice required by proposed section 9-324B, leaving the debtor and the later-in-time creditor to work out whether they believe that the later-in-time credit will finance activities that are clearly within the contemplation of section 9-103B(a)(3). This approach raises the questions of (1) whether the rules should require an objection notice within a certain time after receipt of section 9-324B notice from the debtor, and (2) whether failure to object should constitute a waiver of rights in a priority dispute.

State legislatures could create a regulatory board that comments on, or certifies in response to inquiries, what constitutes “environmental practices.” This approach has drawbacks, too, of course. If commercial actors needed to look to the state for a continually evolving definition of “environmental practices” for EPMSI purposes, that would create a lot of state involvement in commercial affairs. However, defining “environmental practices” entirely within the four corners of 9-103B could institutionalize the status quo. This institutionalization could codify a conception of environmental practices based on dominant practices today, when approaches to improving environmental impact are rapidly evolving.

One response here could be to use safe-harbor provisions that offer clear instructions to parties engaging in activities that currently fall squarely under “environmental practices,” and yet leave open the possibility of new practices. Alternative Three in proposed section 9-103B(a)(3) presents an example of such a provision. A safe harbor could enable debtors and creditors to transact with certainty about the security interest’s EPMSI status. At the same time, it would not prohibit debtors and investors with a greater appetite for risk from entering into transactions that they believe are EPMSI transactions, even though the investment at issue does not fall into previously contemplated categories of “green” investment.

Legislators could formulate 9-103B in an altogether different way as well—by cross-reference to existing statutory provisions. A majority of states in the United States have enacted legislation addressing the issue of climate change. These statutes include definitions of terms such as “renewable resource,” “renewable energy,” or “alternative fuel” that 9-103B(a)(3) could reference.

This approach may make EPMSI definitional provisions easier to draft, but the definitions cross-referenced may be broad, imprecise, or not drafted from a secured transactions perspective. These other statutory definitions may have been promulgated in a context in which a state agency exists to elucidate the meanings of terms, and definitions enacted in state climate change statutes may evolve over time or be elucidated by case law or regulation. In addition, this approach also may raise delegation of lawmaking issues.

In any event, the proposed Alternative Four in draft 9-103B(a)(3) contains two examples of how cross-referencing for purposes of defining “environmental practices” might be done. The Colorado code section referenced here authorizes governing bodies in the state to offer, notwithstanding any law to the contrary, incentives “in the form of a municipal property tax or sales tax credit or rebate, to a residential or commercial property owner who installs a renewable energy fixture on his or her residential or commercial property.” A “renewable energy fixture” means “any fixture, product, system, device, or interacting group of devices that produces energy . . . from renewable resources, including, but not limited to, photovoltaic systems, solar thermal systems, small wind systems, biomass systems, or geothermal systems.”

“Environmental practices” for purposes of an EPMSI could be defined as engagement of services or acquisition of property that entitles the debtor to a tax deduction authorized by these provisions. (A cross-reference to these Colorado provisions would require revisiting section 9-334 of the UCC regarding priority of interests in fixtures. Section 9-334(d) could be amended to include EPMSIs along with PMSIs as interests that, in accordance with section 9-334, can have priority in advance of an encumbrancer or owner of real property.)

Acquisition of goods—the actual solar panels or wind turbines, et cetera—in conjunction with an investment that would give rise to a tax benefit could be financed with purchase-money credit. The environmental-practices-money creditor, in this context, would be important to the extent that a debtor must invest in services or assets other than goods to make an investment in a “renewable-energy fixture.” A creditor that both provides services and finances the acquisition of a renewable-energy fixture would have a purchase money interest in the fixture itself and an environmental-practices-money interest in the fixture and any other related environmental-practices-money collateral.

The California Global Warming Solutions Act of 2006 offers another example of state climate change legislation that EPMSI provisions could cross-reference. This Act authorizes the State Air Resources Board to promulgate regulations and programs to reduce greenhouse gas emissions. The State Air Resources board is “a state agency charged with monitoring and regulating sources of emissions of greenhouse gases that cause global warming in order to reduce emissions of greenhouse gases.”

9. Id. §§31-20-101.3(2).
10. Id. §38510.
This board is authorized, among other things, to issue regulations creating “market-based compliance mechanisms” to reduce greenhouse gas emissions. Under the statute, “market-based compliance mechanism” means either of the following:

(1) A system of market-based declining annual aggregate emissions limitations for sources or categories of sources that emit greenhouse gases.

(2) Greenhouse gas emissions exchanges, banking, credits, and other transactions, governed by rules and protocols established by the state board, that result in the same greenhouse gas emission reduction, over the same period, as direct compliance with a greenhouse gas emission limit or emission reduction measure adopted by the state board pursuant to this division.

These provisions contemplate an emissions credit or trading system. For purposes of an EPMSI, “environmental practices” could be defined as engagement of services or acquisition of property to effectuate an emissions reduction or a market-based compliance mechanism within the meaning of the climate-change statute.

If California, for example, were to consider EPMSI rules that cross-reference this Global Warming Solutions Act, the result could be, essentially, a type of purchase-money collateral that would allocate to secured parties costs that companies might not otherwise make. Speaking hypothetically, if compliance with emissions caps were required by law, and the relevant emissions credit system in place permitted purchase of credits as a means of compliance, then EPMSI credit to facilitate such purchasing would allocate to secured parties costs that companies must incur anyway. At the same time, debtors, perhaps, could benefit from the capacity to issue low-risk debt to finance costs of compliance in situations where existing secured lenders will not do so. EPMSI credit could give companies access to a wider range of financiers and a wider range of options for effectuating compliance. The appropriate scope and applicability of the EPMSI concept, in this regard, requires further contemplation and debate.

The scope of “environmental practices” and “environmental-practices-money collateral” affects the EPMSI provisions’ potential to enable transactions that dilute earlier creditors’ claims. At the broad end of the spectrum in terms of EPMSI collateral, EPMSI rules could create a later-in-time interest with priority in all personal property assets of the debtor.

But we can imagine broader and narrower versions of EPMSI. It is conceivable that EPMSI rules could limit EPMSI collateral to a segregated asset to which earlier creditors are not looking for security (hence, minimizing dilution risk).

Another device for limiting the threat of dilution of earlier creditors’ claims is to provide notice to these creditors of an impending super-priority security interest. If an earlier creditor has notice that the debtor plans to grant an EPMSI, it can re-negotiate with the debtor, extend credit for environmental practices itself, or otherwise protect against the dilution threat.

Secured parties could respond to EPMSI rules with contract provisions prohibiting debtors from assigning new security interests. Promises by debtors not to grant to any other person a security interest in the assets assigned—negative pledge clauses—are common. Negative pledge clauses do not block creation of later security interests, but they are a strong deterrent. Many debtors would be unlikely to avail themselves of EPMSI credit if doing so constituted a default under their existing credit agreements.

States that want to enact EPMSI rules and also preserve debtors’ capacity to utilize these rules despite negative pledge clauses could do so with statutory provisions that render ineffective contract provisions making assignment of an EPMSI an event of default. For example, North Carolina responds to this issue in the PrMSI context by enacting a nonuniform subsection (f) in its version of section 9-324A that makes ineffective contract provisions (1) prohibiting the creation of PrMSIs, or (2) making the creation of a PrMSI an event of default.

Negative pledge clauses may pose a greater threat to the use of EPMSIs than they do to PMSIs and PrMSIs because EPMSIs would present, potentially, greater dilution risk. Whether secured creditors use these clauses, and debtors agree to them, would depend upon the particularities of new transactions.

As ideas emerge for financing investment in improved environmental sustainability, we should not overlook the UCC as a potential site for innovation. Ultimately, levels of commitment to mechanisms for private funding of improved environmental impact, and of tolerance for risk of dilution to secured creditors’ positions, are for collective determination.

11. Id. §38570(a).
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RECENT DEVELOPMENTS

In the Congress

“In the Congress” entries cover activities reported in the Congressional Record from June 1, 2011, through June 30, 2011. Entries are arranged by bill number, with Senate bills listed first. “In the Congress” covers all environment-related bills that are introduced, reported out of committee, passed by either house, or signed by the President. “In the Congress” also covers all environmental treaties ratified by the Senate. This material is updated monthly. For archived materials, visit http://www.elr.info/NewsAnalysis/archive.cfm.

Chamber Action

H.R. 2021 (CAA), which would amend the CAA regarding air pollution from outer continental shelf activities, was passed by the House. 157 Cong. Rec. H4378 (daily ed. June 22, 2011).

Committee Action

S. 710 (hazardous waste) was reported by the Committee on Environment and Public Works. 157 Cong. Rec. S3541 (daily ed. June 7, 2011). The bill would amend the Solid Waste Disposal Act to direct the Administrator of EPA to establish a hazardous waste electronic manifest system.

H.R. 872 (pesticides) was reported by the Committee on Transportation and Infrastructure. 157 Cong. Rec. S3970 (daily ed. June 21, 2011). The bill would amend FIFRA and the Federal Water Pollution Control Act to clarify congressional intent regarding the regulation of the use of pesticides in or near navigable waters.


Bills Introduced

S. 1144 (Wyden, D-Or.) (soda ash) would amend the Soda Ash Royalty Reduction Act of 2006 to extend the reduced royalty rate for soda ash. 157 Cong. Rec. S3947 (daily ed. June 6, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1149 (Wyden, D-Or.) (geothermal energy) would expand geothermal production. 157 Cong. Rec. S3541 (daily ed. June 7, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1150 (Casey, D-Pa.) (federal land) would establish the Susquehanna Gateway National Heritage Area in the state of Pennsylvania. 157 Cong. Rec. S3541 (daily ed. June 7, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1153 (Hatch, R-Utah) (federal land) would require the Secretary of the Interior to develop a multipurpose cadastre of federal land and identify inaccurate, duplicate, and out-of-date federal land inventories. 157 Cong. Rec. S3541 (daily ed. June 7, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1182 (Hatch, R-Utah) (federal land) would prohibit the further extension or establishment of national monuments in Utah except by express authorization of Congress. 157 Cong. Rec. S3727 (daily ed. June 13, 2011). The bill was referred to the Committee on Energy and Natural Resources.


S. 1191 (Lieberman, I-Conn.) (federal land) would direct the Secretary of the Interior to carry out a study regarding the suitability and feasibility of establishing the Nauagatuck River Valley National Heritage Area in Connecticut. 157 Cong. Rec. S3773 (daily ed. June 14, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1197 (Coats, R-Ind.) (water infrastructure) would provide for a feasibility study before carrying out any federal action relating to the Chicago Area Water System. 157 Cong. Rec. S3812 (daily ed. June 15, 2011). The bill was referred to the Committee on Environment and Public Works.

S. 1198 (Kerry, D-Mass.) (federal land) would reauthorize the Essex National Heritage Area. 157 Cong. Rec. S3812 (daily ed. June 15, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1201 (Lieberman, I-Conn.) (fish habitats) would conserve fish and


S. 1215 (Kerry, D-Mass.) (federal land) would provide for the exchange of land located in the Lowell National Historical Park. 157 Cong. Rec. S3891 (daily ed. June 16, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1224 (Bingaman, D-N.M.) (fisheries) would amend Pub. L. No. 106-392 to maintain annual base funding for the Upper Colorado and San Juan fish recovery program through fiscal year 2023. 157 Cong. Rec. S3891 (daily ed. June 16, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1226 (Murkowski, R-Alaska) (CAA) would amend the CAA to address air pollution from outer continental shelf activities. 157 Cong. Rec. S3891 (daily ed. June 16, 2011). The bill was referred to the Committee on Environment and Public Works.

S. 1249 (Udall, D-Colo.) (wildlife) would amend the Pittman-Robertson Wildlife Restoration Act to facilitate the establishment of additional or expanded public target ranges in certain states. 157 Cong. Rec. S4023 (daily ed. June 22, 2011). The bill was referred to the Committee on Environment and Public Works.

S. 1265 (Bingaman, D-N.M.) (land and water conservation) would amend the Land and Water Conservation Fund Act of 1965 to provide consistent and reliable authority for, and for the funding of, the land and water conservation fund to maximize the effectiveness of the fund for future generations. 157 Cong. Rec. S4075 (daily ed. June 23, 2011). The bill was referred to the Committee on Energy and Natural Resources.

S. 1266 (Carper, D-Del.) (river conservation) would direct the Secretary of the Interior to establish a program to build on and help coordinate funding for the restoration and protection efforts of the Four-State Delaware River Basin region. 157 Cong. Rec. S4075 (daily ed. June 23, 2011). The bill was referred to the Committee on Environment and Public Works.


S. 1277 (Cantwell, D-Wash.) (biodiesel) would amend the Internal Revenue Code of 1986 to modify the incentives for the production of biodiesel. 157 Cong. Rec. S4076 (daily ed. June 23, 2011). The bill was referred to the Committee on Finance.

S. 1292 (Toomey, R-Pa.) (EPA) would require the Administrator of EPA to consider the impact on employment levels and economic activity prior to issuing a regulation, policy statement, guidance document, endangerment finding, or other requirement; implementing any new or substantially altered program; or denying any permit. 157 Cong. Rec. S4225 (daily ed. June 29, 2011). The bill was referred to the Committee on Environment and Public Works.

S. 1296 (Whitehouse, D-R.I.) (coastal reef) would revise the boundaries of John H. Chafee Coastal Barrier Resources System Sachuest Point Unit RI-04P, Easton Beach Unit RI-05P, Almy Pond Unit RI-06, and Hazards Beach Unit RI-07 in the state of Rhode Island. 157 Cong. Rec. S4226 (daily ed. June 29, 2011). The bill was referred to the Committee on Environment and Public Works.

S. 1298 (Murkowski, R-Alaska) (federal land) would provide for the conveyance of certain property located in Anchorage, Alaska, from the United States to the Alaska Native Tribal Health Consortium. 157 Cong. Rec. S4226 (daily ed. June 29, 2011). The bill was referred to the Committee on Indian Affairs.

S. 1302 (Boxer, D-Cal.) (federal land) would authorize the Administrator of General Services to convey a parcel of real property in Tracy, California, to the city of Tracy. 157 Cong. Rec. S4226 (daily ed. June 29, 2011). The bill was referred to the Committee on Environment and Public Works.

H.R. 2060 (Walden, R-Or.) (rivers) would amend the Wild and Scenic Rivers Act to adjust the Crooked River boundary and provide water certainty for the city of Prineville, Oregon. 157 Cong. Rec. H3805 (daily ed. May 31, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2075 (Engel, D-N.Y.) (nuclear fuel) would require that spent nuclear fuel be stored in certified dry cask storage. 157 Cong. Rec. H3868 (daily ed. June 1, 2011). The bill was referred to the Committee on Energy and Commerce.

H.R. 2090 (Hultgren, R-Ill.) (energy) would seek to improve assessments of and research about energy-critical elements. 157 Cong. Rec. H3985 (daily ed. June 2, 2011). The bill was referred to the Committees on Science, Space, and Technology, Natural Resources, and Energy and Commerce.

H.R. 2095 (Matsui, D-Cal.) (energy conservation) would establish a grant program to assist retail power providers with the establishment and operation of energy conservation programs using targeted residential tree-planting. 157 Cong. Rec. H3985 (daily ed. June 2, 2011). The bill was referred to the Committee on Energy and Commerce.

H.R. 2110 (Bishop, D-N.Y.) (Long Island Sound) would amend the Federal Water Pollution Control Act to reauthorize and improve activities for the protection of the Long Island Sound Watershed. 157 Cong. Rec. H4034 (daily ed. June 3, 2011). The bill was referred to the Committee on Trans-
transportation and Infrastructure and the Committee on the Budget.

H.R. 2111 (McDermott, D-Wash.) (ESA) would ensure that proper information-gathering and planning are undertaken to secure the preservation and recovery of the salmon and steelhead of the Columbia River Basin, and direct the Secretary of Commerce to seek scientific analysis of federal efforts to restore salmon and steelhead listed under the ESA. 157 Cong. Rec. H4034 (daily ed. June 3, 2011). The bill was referred to the Committees on Transportation and Infrastructure, Energy and Commerce, and Natural Resources.

H.R. 2147 (Bishop, R-Utah) (federal land) would prohibit the further extension or establishment of national monuments in Utah except by express authorization of Congress. 157 Cong. Rec. H4074 (daily ed. June 13, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2150 (Hastings, R-Wash.) (Alaska drilling) would amend the Naval Petroleum Reserves Production Act of 1976 to direct the Secretary of the Interior to lease oil and gas in the National Petroleum Reserve in Alaska, including at least one lease sale in the reserve each year in the period 2011 through 2021. 157 Cong. Rec. H4074 (daily ed. June 13, 2011). The bill was referred to the Committee on Natural Resources.


H.R. 2170 (Hastings, R-Wash.) (renewable energy) would streamline federal review to facilitate renewable energy projects. 157 Cong. Rec. H4185 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2171 (Labrador, R-Idaho) (geothermal energy) would promote timely exploration for geothermal resources under existing geothermal leases. 157 Cong. Rec. H4185 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2172 (Noem, R-S.D.) (wind energy) would facilitate the development of wind energy resources on federal lands. 157 Cong. Rec. H4185 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources and the Committee on Agriculture.

H.R. 2173 (Wittman, R-Va.) (wind energy) would facilitate the development of offshore wind energy resources. 157 Cong. Rec. H4186 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2174 (DeLauro, D-Conn.) (federal land) would direct the Secretary of the Interior to carry out a study regarding the suitability and feasibility of establishing the Naugatuck River Valley National Heritage Area in Connecticut. 157 Cong. Rec. H4186 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2176 (Heinrich, D-N.M.) (BLM) would dedicate a portion of the rental fees from wind and solar energy projects on federal land under the jurisdiction of BLM for the administrative costs of processing applications for new wind and solar projects. 157 Cong. Rec. H4186 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2184 (Coffman, R-Colo.) (rare earth) would establish the Rare Earth Policy Task Force and direct the Secretary of the Interior to develop a plan to ensure the long-term supply of rare earth materials. 157 Cong. Rec. H4276-77 (daily ed. June 15, 2011). The bill was referred to the Committee on Natural Resources and the Committee on Science, Space, and Technology.

H.R. 2196 (Markey, D-Mass.) (renewable energy) would direct the president, using the Western Area Power Administration, to acquire renewable energy in amounts sufficient to ensure that, of the total amount of electric energy the federal government consumes during any fiscal year, certain minimum amounts shall be renewable energy. 157 Cong. Rec. H4277 (daily ed. June 15, 2011). The bill was referred to the Committee on Oversight and Government Reform, and in addition to the Committee on Natural Resources.

H.R. 2208 (McNerney, D-Cal.) (energy efficiency) would incorporate smart grid capability into the Energy Star Program, reduce peak electric demand, and reauthorize an energy efficiency public information program to include smart grid information. 157 Cong. Rec. H4326 (daily ed. June 16, 2011). The bill was referred to the Committee on Energy and Commerce.

H.R. 2209 (Benishek, R-Mich.) (forests) would replace the current Forest Service administrative appeals process with a predecisional administrative review process modeled after the successful approach used in the Healthy Forests Restoration Act of 2003. 157 Cong. Rec. H4326 (daily ed. June 16, 2011). The bill was referred to the Committee on Agriculture.

H.R. 2210 (Cohen, D-Tenn.) (wildlife) would amend Title 18, U.S. Code, to prohibit certain interstate conduct relating to exotic animals and certain computer-assisted remote hunting. 157 Cong. Rec. H4326 (daily ed. June 16, 2011). The bill was referred to the Committee on the Judiciary.

H.R. 2231 (Noem, R-S.D.) (ethanol) would amend the Internal Revenue Code of 1986 to terminate the ethanol tax credits. 157 Cong. Rec. H4327 (daily ed. June 16, 2011). The bill was referred to the Committee on Ways and Means and the Committee on the Budget.

H.R. 2238 (Schock, R-III.) (biodiesel) would amend the Internal Revenue Code of 1986 to modify the incentives for the production of biodiesel. 157 Cong. Rec. H4327 (daily ed. June 16, 2011). The bill was referred to the Committee on Ways and Means.

H.R. 2240 (Tsongas, D-Mass.) (federal land) would authorize the exchange of land or interest in land between Lowell National Historical Park and the city of Lowell in Massachusetts. 157 Cong. Rec. H4327 (daily ed. June 16, 2011). The bill was referred to the Committee on Natural Resources.
H.R. 2250 (Griffith, R-Va.) (EPA) would provide additional time for the Administrator of EPA to issue achievable standards for industrial, commercial, and institutional boilers, process heaters, and incinerators. 157 Cong. Rec. H4363 (daily ed. June 21, 2011). The bill was referred to the Committee on Energy and Commerce.

H.R. 2273 (McKinley, R-W. Va.) (coal beneficial use) would amend subtitle D of the Solid Waste Disposal Act to facilitate recovery and beneficial use, and provide for the proper management and disposal, of materials generated by the combustion of coal and other fossil fuels. 157 Cong. Rec. H4455 (daily ed. June 22, 2011). The bill was referred to the Committee on Energy and Commerce.

H.R. 2284 (Gene Green, D-Tex.) (e-waste) would prohibit the export from the United States of certain electronic waste. 157 Cong. Rec. H4456 (daily ed. June 22, 2011). The bill was referred to the Committee on Energy and Commerce and the Committee on Science, Space, and Technology.

H.R. 2304 (Wittman, R-Va.) (fisheries) would amend the Magnuson-Stevens Fishery Conservation and Management Reauthorization Act of 2006 to provide the necessary scientific information to properly implement annual catch limits. 157 Cong. Rec. H4457 (daily ed. June 22, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2307 (Herger, R-Cal.) (ethanol) repeal the tax credits for ethanol blenders and repeal the tariff on imported ethanol. 157 Cong. Rec. H4526 (daily ed. June 23, 2011). The bill was referred to the Committee on Ways and Means.

H.R. 2317 (Wu, D-Or.) (infrastructure) would promote green transportation infrastructure through research and development. 157 Cong. Rec. H4526 (daily ed. June 23, 2011). The bill was referred to the Committee on Science, Space, and Technology.

H.R. 2325 (Carney, D-Del.) (river conservation) would direct the Secretary of the Interior to establish a program to build on and help coordinate funding for restoration and protection efforts of the Four-State Delaware River Basin region. 157 Cong. Rec. H4526 (daily ed. June 23, 2011). The bill was referred to the Committee on Natural Resources and the Committee on Transportation and Infrastructure.

H.R. 2336 (Pingree, D-Me.) (rivers) would amend the Wild and Scenic Rivers Act to designate segments of the York River and associated tributaries for study for potential inclusion in the National Wild and Scenic Rivers System. 157 Cong. Rec. H4527 (daily ed. June 23, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2351 (Hastings, R-Wash.) (fisheries) would direct the Secretary of the Interior to continue stocking fish in certain lakes in the North Cascades National Park, Ross Lake National Recreation Area, and Lake Chelan National Recreation Area. 157 Cong. Rec. H4573 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2352 (Hastings, R-Wash.) (federal land) would authorize the Secretary of the Interior to adjust the boundary of the Stephen Mather Wilderness and the North Cascades National Park in order to allow the rebuilding of a road outside of the floodplain while ensuring that there is no net loss of acreage to the park or the wilderness. 157 Cong. Rec. H4573 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2360 (Landry, R-La.) (offshore drilling) would amend the Outer Continental Shelf Lands Act to extend the U.S. Constitution, laws, and jurisdiction of the United States to installations and devices attached to the seabed of the outer continental shelf for the production and support of production of energy from sources other than oil and gas. 157 Cong. Rec. H4573 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2367 (Pearce, R-N.M.) (transuranic waste) would provide for the safe disposal of federal government-owned transuranic waste. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was referred to the Committee on Energy and Commerce and the Committee on Armed Services.

H.R. 2373 (Capps, D-Cal.) (aquaculture) would establish a regulatory system and research program for sustainable offshore aquaculture in the U.S. exclusive economic zone. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2378 (Gene Green, D-Tex.) (federal land) would establish the Buffalo Bayou National Heritage Area in the state of Texas. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was referred to the Committee on Natural Resources.

H.R. 2381 (Hastings, D-Fla.) (vegetation management) would amend Title 23, U.S. Code, to encourage and facilitate efforts by states and other transportation right-of-way managers to adopt integrated vegetation management practices, including enhancing plantings of native forbs and grasses that provide habitats for pollinators. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was referred to the Committee on Transportation and Infrastructure.

H.R. 2386 (Markey, D-Mass.) (oil pollution) would amend the Oil Pollution Act of 1990 to facilitate the ability of persons affected by oil spills to seek judicial redress. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was referred to the Committee on Transportation and Infrastructure.

H.R. 2389 (Gary Miller, R-Cal.) (transportation) would amend Title 23, U.S. Code, to modify the surface transportation project delivery pilot program to carry out a demonstration program using state environmental laws. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was referred to the Committee on Transportation and Infrastructure.

H.R. 2391 (Paulsen, R-Mich.) (renewable electricity) would amend the Internal Revenue Code of 1986 to provide a renewable electricity integration credit. 157 Cong. Rec. H4574 (daily ed. June 14, 2011). The bill was re-
ferred to the Committee on Ways and Means and the Committee on Energy and Commerce.

H.R. 2396 (Sarbanes, D-Md.) (electronic waste) would authorize the Administrator of EPA to award grants for electronic device recycling research, development, and demonstration projects. 157 Cong. Rec. H4575 (daily ed. June 14, 2011). The bill was referred to the Committee on Science, Space, and Technology.

H.R. 2399 (Sensenbrenner, R-Wis.) (hybrid vehicles) would establish a research, development, demonstration, and commercial application program to promote research of appropriate technologies for heavy-duty plug-in hybrid vehicles. 157 Cong. Rec. H4575 (daily ed. June 14, 2011). The bill was referred to the Committee on Science, Space, and Technology.

H.R. 2401 (Sullivan, R-Okl.) (EPA) would require analyses of the cumulative and incremental impacts of certain rules and actions of EPA. 157 Cong. Rec. H4575 (daily ed. June 14, 2011). The bill was referred to the Committee on Energy and Commerce.

---

**In the Courts**

These entries summarize recent cases under the following categories: Air, Chemical Regulation, Energy, Hazardous & Solid Wastes/Substances, Land Use, Natural Resources, Radioactive Waste, Torts, Water, Wildlife, and Miscellaneous. The entries are arranged alphabetically by case name within each category. This material is updated monthly. For archived materials, visit http://www.elr.info/NewsAnalysis/archive.cfm.

---

**AIR**

*American Electric Power Co. v. Connecticut*, 41 ELR 20210 (U.S. June 20, 2011). The U.S. Supreme Court held that the CAA displaces any federal common-law right to seek abatement of carbon dioxide emissions from fossil fuel-fired power plants.

*Jensen Family Farms, Inc. v. Monterey Bay Unified Air Pollution Control District*, 41 ELR 20194 (9th Cir. May 27, 2011). The Ninth Circuit held that the CAA does not preempt a local air district’s adoption and enforcement of rules regulating air emissions from diesel-powered engines.

---

**CHEMICAL REGULATION**


*Genon Mid-Atlantic, LLC v. Montgomery County, Maryland*, 41 ELR 20211 (4th Cir. June 20, 2011). The Fourth Circuit held that the Tax Injunction Act does not bar the owner of a power plant from challenging an excise tax on carbon dioxide emissions.


*Natural Resources Defense Council v. Jackson*, 41 ELR 20213 (7th Cir. June 16, 2011). The Seventh Circuit denied environmental groups’ petitions challenging EPA’s approval of revisions to Wisconsin’s new source review program.

*Sierra Club v. Two Elk Generation Partners, Ltd.*, 41 ELR 20202 (10th Cir. May 31, 2011). The Tenth Circuit upheld the dismissal of an environmental group’s CAA citizen suit against a power company alleging that it was attempting to build a coal-fired power plant with an invalid PSD permit.

---

**ENERGY**

*Defenders of Wildlife v. Bureau of Ocean Energy Management, Regulation, and Enforcement*, 41 ELR 20197 (S.D. Ala. May 23, 2011). A district court granted in part and denied in part the government’s motion to dismiss an environmental group’s claims that the Bureau of Ocean Energy Management, Regulation, and Enforcement failed to modify its policies and practices concerning offshore oil and gas leasing operations in the Gulf of Mexico as required by NEPA, the ESA, and the APA.

*L.S. Starrett Co. v. Federal Energy Regulatory Commission*, 41 ELR 20212 (1st Cir. June 15, 2011). The First Circuit upheld a FERC order requiring a precision tool and instrument manufacturer to seek licensing under §23(b) of the Federal Power Act before it can proceed with certain changes to a hydroelectric generating facility project on its property.

---

**HAZARDOUS & SOLID WASTES/SUBSTANCES**

*House of Clean, Inc. v. St. Paul Fire and Marine Insurance Co.*, 41 ELR 20200 (D. Mass. May 27, 2011). A district court held that an insurer has no duty to defend or indemnify a dry cleaner for PCE pollution stemming from repeated flooding under the terms of its insurance policy.

*Pakootas v. Teck Cominco Metals, Ltd.*, 41 ELR 20195 (9th Cir. June 1, 2011). The Ninth Circuit upheld the dismissal of individuals’ citizen suit claim against a Canadian mining company seeking
civil penalties under CERCLA for the mining company’s noncompliance with a unilateral administrative order.

*Placer Mining Co. v. United States*, 41 ELR 20198 (Fed. Cl. May 25, 2011). The Federal Claims court denied a mining company’s motion and the government’s cross-motion for summary judgment in a Fifth Amendment takings claim stemming from various CERCLA remediation actions taken at the mine.

*Sears, Roebuck & Co. v. Williams Express, Inc.*, 41 ELR 20214 (D. Alaska June 8, 2011). A district court denied a defendant company’s motion to dismiss a distribution center’s claim for injunctive relief and damages under various causes of action based on environmental contamination on property managed by the defendant.

*United States v. Reueland Electric Co.*, 41 ELR 20208 (C.D. Cal. June 8, 2011). A district court held that a consent decree settling an electric company’s CERCLA liability with EPA and granting it contribution protection against additional CERCLA liability at an industrial site does not provide the company with contribution protection from a defense company’s action seeking damages stemming from contamination at a water treatment plant.


**LAND USE**


*Downing/Salt Pond Partners, L.P. v. Rhode Island*, 41 ELR 20191 (1st Cir. May 23, 2011). The First Circuit upheld the dismissal of a developer’s federal takings claim against two state agencies for restricting its development of a coastal residential subdivision in Rhode Island.

**NATURAL RESOURCES**

*Center for Sierra Nevada Conservation v. United States Forest Service*, 41 ELR 20203 (E.D. Cal. May 26, 2011). A district court held that the U.S. Forest Service’s Public Wheeled Motorized Travel Management Decision for the Eldorado National Forest violated the ESA and the National Forest Management Act.


*Performance Coal Co. v. Federal Mine Safety & Review Commission*, 41 ELR 20205 (D.C. Cir. June 10, 2011). The D.C. Circuit set aside an order of the Federal Mine Safety and Health Review Commission denying a mining company’s application for temporary relief from restrictions that the Mine Safety and Health Administration imposed on it in conjunction with its investigation of an explosion at one of its mines.

*Sierra Forest Legacy v. Sherman*, 41 ELR 20193 (9th Cir. May 26, 2011). The Ninth Circuit affirmed in part and vacated in part a lower court decision largely granting summary judgment in favor of the U.S. Forest Service on environmental groups’ and California’s NEPA and NFMA claims challenging the agency’s 2004 Sierra Nevada forest plan amendment and a timber-harvesting project approved under that amendment.

**RADIOACTIVE WASTE**

*Texas Instruments, Inc. v. United States*, 41 ELR 20215 (Fed. Cl. June 13, 2011). The Federal Claims court denied the U.S. motion to dismiss a company’s action to recover over $2 million in litigation expenses allegedly owed to it under the indemnification provisions of various contracts the company performed for the U.S. Atomic Energy Commission.

**TORTS**

*Taylor Land Group, LLC v. BP Products North America, Inc.*, 41 ELR 20199 (Mich. Ct. App. May 26, 2011). A Michigan appellate court reversed the dismissal of a property owner’s trespass claim against a prior owner of the site, but upheld the dismissal of the remaining tort and state-law claims stemming from the discovery of USTs on the site.

**WATER**

*American Bottom Conservancy v. U.S. Army Corps of Engineers*, 41 ELR 20206 (7th Cir. June 14, 2011). The Seventh Circuit held that an environmental group has standing to challenge a U.S. Army Corps of Engineers permit allowing 18.4 acres of wetlands in a state park to be destroyed to make way for a landfill.

**WILDLIFE**

*Center for Biological Diversity v. Salazar*, 41 ELR 20204 (D. Ariz. May 28, 2011). A district court held that the FWS’s biological opinion for the U.S. Army’s proposed ongoing and future operations at Fort Huachuca—a major military installation in southeastern Arizona—violates the ESA and is arbitrary and capricious.

**MISCELLANEOUS**

In the Federal Agencies

These entries cover the period June 1, 2011, through June 30, 2011. Citations are to the Federal Register (FR). Entries below are organized by Final Rules, Proposed Rules, and Notices. Within each section, entries are further subdivided by subject matter area, with entries listed chronologically. This material is updated monthly. For archived materials, visit http://www.eli.org/NewsAnalysis/archive.cfm.

**Final Rules**

**AIR**

EPA amended the NESHAP for the plating and polishing area source category to exclude bench-scale activities. 76 FR 35744 (6/20/11).

EPA finalized an update to a portion of the outer continental shelf air regulations for Alaska. 76 FR 37274 (6/27/11).

EPA revised the performance standards for new stationary compression ignition internal combustion engines under CAA §111(b). 76 FR 37954 (6/28/11).

**SIP Approvals:**

- Alabama (Birmingham fine particulate matter nonattainment area) 76 FR 38023 (6/29/11).
- California (regional haze program and interstate transport plan) 76 FR 34608 (6/14/11); (regional haze program and interstate transport plan) 76 FR 34872 (6/15/11). Georgia (attainment of the 1997 annual average fine particulate matter (PM) NAAQS for the Macon nonattainment area) 76 FR 31858 (6/2/11); (attainment of the 1997 eight-hour ozone NAAQS for the Atlanta nonattainment area) 76 FR 36873 (6/23/11). Idaho (regional haze and best available retrofit technology requirements) 76 FR 33651 (6/9/11); (regional haze program and interstate transport plan) 76 FR 36329 (6/22/11). Illinois/Missouri (attainment of the 1997 eight-hour ozone NAAQS for the St. Louis (Mo.-Ill.) metropolitan nonattainment area) 76 FR 33647 (6/9/11). Oregon (interstate transport of pollution) 76 FR 33650 (6/9/11). Pennsylvania (control techniques guidelines for flat wood paneling surface coating processes) 76 FR 31856 (6/2/11); (quality assurance for the motor vehicle inspection and maintenance (I/M) program) 76 FR 32321 (6/6/11); (air pollution control rules and regulations for Allegheny County) 76 FR 34000 (6/10/11). South Carolina (PSD and nonattainment new source review requirements) 76 FR 36875 (6/23/11). Virginia (NAAQS for nitrogen dioxide (NO₂)) 76 FR 36326 (6/22/11).

**ENERGY**

DOE adopted energy conservation standards for residential furnaces and for residential central air conditioners and heat pumps. 76 FR 37408 (6/27/11).

DOE amended until no later than December 31, 2012, the compliance dates for manufacturers to submit certification reports for commercial refrigeration equipment; commercial heating, ventilating, air-conditioning equipment; commercial water heating equipment; and automatic commercial ice makers under the Energy Policy and Conservation Act of 1975. 76 FR 38287 (6/30/11).

**HAZARDOUS & SOLID WASTE**

EPA issued revised land disposal restriction treatment standards for hazardous wastes from the production of carbamates and carbamate commercial chemical products. 76 FR 34147 (6/13/11).

EPA gave final authorization to Minnesota’s hazardous waste management program under RCRA. 76 FR 36879 (6/23/11).

EPA authorized revisions to Louisiana’s hazardous waste program under RCRA. 76 FR 37021 (6/24/11).

**MINING**

OSM gave partial approval to an amendment to Wyoming’s regulatory program under SMCRA concerning vegetation requirements and performance standards. 76 FR 34816 (6/14/11).

OSM approved, on an interim basis, an amendment to West Virginia’s SMCRA program concerning permit fees and bonding rates. 76 FR 37996 (6/29/11).

**WATER**

EPA approved 11 alternative testing methods for use in measuring the levels of contaminants in drinking water. 76 FR 37014 (6/24/11).

The Bureau of Ocean Energy Management, Regulation, and Enforcement increased the maximum daily civil penalty assessment for OCSLA violations to $40,000 and the maximum daily civil penalty assessment for violations of its financial responsibility regulations to $30,000. 76 FR 38294 (6/30/11).

**WILDLIFE**

FWS reclassified the tulotoma snail from endangered to threatened under the ESA based on a review of its status. 76 FR 31866 (6/2/11).

FWS designated approximately 521.3 acres in Chaves County, New Mexico, and Pecos and Reeves Counties, Texas, as critical habitat for the Koster’s springsnail, Noel’s amphipod, Pecos assimiinea, and Roswell springsnail. 76 FR 33036 (6/7/11).

FWS reinstated the Virginia northern flying squirrel as endangered under the ESA as the result of a ruling in Friends

FWS established a nonessential experimental population of bull trout in the Clackamas River and its tributaries in Clackamas and Multnomah Counties, Oregon. 76 FR 35979 (6/21/11).

FWS designated 25 acres in Taney County, Missouri, as critical habitat for the Tumbling Creek cavesnail. 76 FR 37663 (6/28/11).

### Proposed Rules

#### AIR

EPA seeks public comment on draft guidance concerning the application of certain emission certification regulations to heavy-duty diesel engines using selective catalytic reduction systems. 76 FR 32886 (6/7/11).

EPA proposed to amend the NESHAP for the plating and polishing area source category to exclude bench-scale activities. 76 FR 35806 (6/20/11).

EPA proposed changes to the calculation and monitoring provisions of the Mandatory Greenhouse Gas Reporting Rule for large semiconductor manufacturing facilities. 76 FR 36472 (6/22/11).


**SIP Proposals:**
- Alabama/Georgia/Tennessee (attainment of the 1997 annual fine PM NAAQS for the Chattanooga and Macon nonattainment areas) 76 FR 31900 (6/2/11).
- California (volatile organic compound (VOC) emissions for the San Joaquin Valley unified air pollution control district) 76 FR 32113 (6/3/11);
- VOC emissions for the San Joaquin Valley unified air pollution control district) 76 FR 32113 (6/3/11);
- VOC emissions for the San Joaquin Valley unified air pollution control district) 76 FR 33181 (6/8/11);
- VOCs for the San Joaquin Valley unified air pollution control district) 76 FR 35167 (6/16/11);
- (nitrogen oxide and particulate matter emissions from glass melting furnaces. 76 FR 37044 (6/24/11);
- (VOC and PM emissions from commercial charbroiling) 76 FR 38340 (6/30/11).
- District of Columbia (Washington, DC, area moderate 1997 eight-hour ozone nonattainment area) 76 FR 38334 (6/30/11).
- Georgia (attainment of the 1997 annual fine PM NAAQS for the Rome nonattainment area) 76 FR 31898 (6/2/11).
- Indiana (greenhouse gas (GHG) thresholds for PSD program) 76 FR 35380 (6/17/11).
- Indiana/Kentucky (attainment of the 1997 annual fine PM NAAQS for the Louisville nonattainment area) 76 FR 34935 (6/15/11).
- Maryland (Washington, DC, area moderate 1997 eight-hour ozone nonattainment area) 76 FR 38334 (6/30/11).
- Nevada (regional haze program) 76 FR 36450 (6/22/11).
- New Hampshire (GHG thresholds for PSD program) 76 FR 34630 (6/14/11).
- North Carolina (emission limitations from smokestacks) 76 FR 36468 (6/22/11).
- Ohio/Kentucky/Indiana (attainment of the 1997 annual average fine PM NAAQS for the tri-state Cincinnati-Hamilton nonattainment area) 76 FR 32110 (6/3/11).
- Pennsylvania (quality assurance for the motor vehicle I/M program; see above for direct final rule) 76 FR 32333 (6/6/11).
- (air pollution control rules and regulations for Allegheny County; see above for direct final rule) 76 FR 34020 (6/10/11);
- (nitrogen oxide emissions from glass melting furnaces) 76 FR 34021 (6/10/11).
- Tennessee (limited approval of regional haze requirements) 76 FR 33662 (6/9/11).
- Texas (permit renewal requirements) 76 FR 32333 (6/6/11).
- Virginian (NAAQS for NO; see above for direct final rule) 76 FR 36471 (6/22/11).
- (Washington, DC, area moderate 1997 eight-hour ozone nonattainment area) 76 FR 38334 (6/30/11).

#### ENERGY

DOE proposed energy conservation standards for residential furnaces and for residential central air conditioners and heat pumps; see above for direct final rule. 76 FR 37549 (6/27/11).

#### HAZARDOUS & SOLID WASTE

EPA proposed to revise land disposal restriction treatment standards for hazardous wastes from the production of carbamates and carbamate commercial chemical products; see above for direct final rule. 76 FR 34200 (6/13/11).

EPA proposed to authorize revisions to Louisiana's hazardous waste program under RCRA; see above for direct final rule. 76 FR 37048 (6/24/11).

#### MINING

OSM seeks public comment on a proposed amendment to Colorado's regulatory program under SMCRA concerning valid existing rights, ownership and control, and other regulatory issues. 76 FR 36039 (6/21/11).

OSM seeks public comment on a proposed amendment to Wyoming's regulatory program under SMCRA concerning noncoal mine waste, valid existing rights, and individual civil penalties. 76 FR 36040 (6/21/11).

#### TOXIC SUBSTANCES

EPA proposed to synchronize the expiration dates of EPA pesticide applicator certificates with the state or tribal applicator certificates on which they are based. 76 FR 37045 (6/24/11).

#### WILDLIFE

NOAA-Fisheries determined that listing Atlantic bluefin tuna as threatened or endangered under the ESA is not warranted. 76 FR 31556 (6/1/11).

FWS proposed to designate approximately 2,984 acres in Orange, Riverside, San Diego, and Ventura Counties, California, as critical habitat for the Riverside fairy shrimp. 76 FR 31686 (6/11/11).

FWS announced a 90-day finding on a petition to reclassify the Torghar Hills population of straight-horned markhor from endangered to threatened under...
the ESA; the agency found that reclassification may be warranted and initiated
a status review. 76 FR 31903 (6/2/11).

FWS proposed to revise take and take exemption regulations for the Utah
prairie dog and seeks public comment on the special rule. 76 FR 31906
(6/2/11).

FWS announced a 90-day finding on a petition to list the golden-winged
warbler as endangered or threatened under the ESA; the agency found that listing
may be warranted and initiated a status review. 76 FR 31920 (6/2/11).

NOAA-Fisheries proposed to extend the current critical habitat and to de-
signate six new areas for the Hawaiian monk seal in the northwestern Hawai-
ian Islands, except for areas critical to national security. 76 FR 32026 (6/2/11).

FWS announced a 12-month finding on a petition to list the striped newt
as threatened under the ESA; the agency found that listing is warranted but pre-
cluded by higher priority actions. 76 FR 32911 (6/7/11).

FWS proposed to designate approximately 348 acres in San Diego County,
California, as critical habitat for the listed willowy monardella and to delist
the Jennifer's monardella subspecies. 76 FR 33880 (6/9/11).

FWS announced a 12-month finding on a petition to list Yellowstone sand
verbena, Ross' bentgrass, precocious milkvetch, Fremont County rockcress,
and Gibbens' beardtongue as threatened or endangered and to designate
critical habitat under the ESA; the agency found that listing is warranted but pre-
cluded by higher priority actions. 76 FR 33924 (6/9/11).

NOAA-Fisheries extended ESA prohibitions to all activities impacting the
designated Gulf of Maine distinct population segment of Atlantic sturgeon
throughout its range, except for scientific research and rescue/salvage activi-
ties. 76 FR 34023 (6/10/11).

FWS announced a 90-day finding on a petition to list the Utah population of
the Gila monster as an endangered or a
threatened distinct population segment and to designate critical habitat under the
ESA; the agency found that listing is not warranted. 76 FR 36049 (6/21/11).

FWS announced a revised 90-day finding on a petition to reclassify the
Utah prairie dog from threatened to endangered under the ESA; the agency
determined that reclassification is not warranted. 76 FR 36053 (6/21/11).

FWS announced its 12-month finding on a petition to list the Ozark chinqua-
pin, a tree, as threatened or endangered under the ESA; the agency determined
that listing is not warranted at this time. 76 FR 37706 (6/28/11).

FWS announced its 90-day finding on a petition to list the eastern small-foot-
ed bat and the northern long-eared bat as endangered or threatened under the
ESA; the agency determined that listing may be warranted and has begun a
status review of the two species. 76 FR 38095 (6/29/11).

FWS announced its 12-month finding on a petition to list a distinct popula-
tion segment of the fisher in its U.S. Northern Rocky Range; the agency
determined that listing is not warranted at this time. 76 FR 38504 (6/30/11).

---

**HAZARDOUS & SOLID WASTE**

EPA entered into a proposed administrative settlement under CERCLA that
requires the settling party to sell the Agawam Sportsman's Club Superfund
site in Massachusetts and to distribute 90% of the proceeds to the United
States for past response costs incurred at the site and 10% to the city of Aga-
 worm for property tax arrears. 76 FR 32202 (6/3/11).

EPA seeks public comment on a proposed purchaser agreement amendment
under CERCLA that requires Blue Marlin Associates to conduct a vapor
intrusion study at the Fischer & Porter Superfund site in Bucks County,
Pennsylvania, and to take appropriate remedial measures, if necessary. 76 FR
34229 (6/13/11).

EPA entered into a settlement under CERCLA §122(h)(1) for reimburse-
ment of past response costs incurred at the Caraleigh Phosphate and Ferti-
zier Works Superfund site in Raleigh, North Carolina. 76 FR 38389
(6/30/11).

---

**NOTICES**

**AIR**

EPA determined that California Air Resources Board amendments meet the
requirements for a waiver of pre-
emption for California's motor vehicle
GHG emissions program. 76 FR 34693
(6/14/11).

EPA entered into a proposed consent
decree in *WildEarth Guardians v. Jack-
son*, No. 4:11-cv-02205-SI (N.D. Cal.), that establishes deadlines for the
Agency to take action on Arizona's SIP for the 1997 eight-hour ozone nonat-
tainment area of Phoenix-Mesa. 76 FR
34982 (6/15/11).

EPA entered into a proposed consent
decree in *WildEarth Guardians v. Jack-
son*, No. 1:11-cv-0001-CMA-MEH (D.
Colo.), that establishes deadlines for the
Agency to take action on SIPs for Colo-
rado, North Dakota, and Wyoming and
on FIPs for Colorado, Montana, North Dakota, and Wyoming, all con-
cerning regional haze or excess emis-
sions. 76 FR 34983 (6/15/11).

---

**OFFICE OF THE PRESIDENT**

The president proclaimed June 2011 as Great Outdoors Month. 76 FR 32857
(6/7/11).

The president proclaimed June 2011 as National Oceans Month. 76 FR 33119
(6/7/11).

---

**WILDLIFE**

NOAA-Fisheries announced a 90-day
finding on a petition to list goliath grou-
per as threatened or endangered under the
ESA; the agency found that listing is not warranted. 76 FR 31592 (6/1/11).
DOJ NOTICES OF SETTLEMENT

United States v. Union Pacific Corp., No. 8:11-cv-00195 (D. Neb. June 1, 2011). Settling CERCLA defendants responsible for violations at the Omaha Lead Superfund site in Omaha, Nebraska, must pay $21,350,000 in U.S. response costs incurred at the site, must spend $3.15 million in community health education on the health risks of lead exposure, and must pay $100,000 to the DOI and $400,000 to the Nebraska Department of Environmental Quality. 76 FR 33364 (6/8/11).

United States v. Candle Development, LLC, No. 08-4086 (D.S.D. June 3, 2011). Settling CWA defendants that discharged pollutants into waters of the United States without a permit in Lincoln County, South Dakota, must pay a civil penalty and must restore the impacted areas and/or mitigate the damages. 76 FR 33784 (6/9/11).


United States v. Allied Metal Co., No. 11 C 3228 (N.D. Ill. May 16, 2011). A settling CAA defendant responsible for violations at its facility in Chicago, Illinois, must pay a $92,210 civil penalty; must permanently shut down its thermal chip dryer and remove it from its permit; must surrender all pollution credits for the dryer; must perform a $132,627 supplemental environmental project on Cook County municipal or school bus diesel vehicles; must perform a $132,627 supplemental environmental project along its Chicago River property; and must provide periodic reports on implementation of its obligations. 76 FR 34102 (6/10/11).


United States v. Tecumseh Products Co., No. 1:03-cv-00401 (E.D. Wis. June 13, 2011). Settling CERCLA defendants must finance and perform the remainder of the remedial action at the Sheboygan River and Harbor Superfund site in Sheboygan County, Wisconsin, at an estimated cost of $12.6 million and must pay EPA’s oversight costs. 76 FR 37152 (6/24/11).

United States v. Eddie’s Service Station, No. 5:10-cv-6126 (E.D. Mo. June 20, 2011). Settling CWA defendants that discharged pollutants without a permit into waters of the United States must pay a civil penalty, must conduct a mitigation project, and must enter into several environmental covenants on the affected property. 76 FR 37153 (6/24/11).

In the State Agencies

The entries below cover state regulatory developments during the month of June 2011. The entries are arranged by state, and within each section, entries are further subdivided by subject matter area. For material previously reported, visit http://www.elr.info/State/stateupdate.cfm.

ALASKA

FISHERIES


CALIFORNIA

TOXIC SUBSTANCES

The Office of Environmental Health Hazard Assessment added imazalil to

IDAHO

AIR

The Department of Environmental Quality adopted the temporary Idaho Admin. Code r. 58.01.01, Rules for the Control of Air Pollution in Idaho. The rule alters crop burning rules to regulate smaller crop residue burns differently than large-scale high-fuel content burns. The rule took effect July 1, 2011. See http://adm.idaho.gov/adminrules/bulletin/bul/11bul/11jun.pdf (pp. 65-69).

WATER

The Department of Lands adopted the temporary Idaho Admin. Code r. 20.07.02, Rules Governing Oil and Gas Conservation in the State of Idaho. The rule sets standards for hydraulic fracturing to protect groundwater in water supply wells adjacent to extraction sites. See http://adm.idaho.gov/adminrules/bulletin/bul/11bul/11jun.pdf (pp. 30-34).

MARYLAND

AIR

The Department of the Environment amended Md. Code Regs. 26.11.02, Permits, Approvals, and Registration, and added chapter 26.11.36, Distributed Generation. Among other changes, the amendments establish annual reporting requirements for curtailment service providers that negotiate contracts with facilities that operate on-site generators/engines and alter requirements relating to load-shaving units. The rule took effect June 13, 2011. See http://www.dsd.state.md.us/mdregister/3812.pdf (p. 708).

NEW JERSEY

WATER

The Department of Environmental Protection proposed to readopt N.J. Admin. Code §7:14C, Sludge Quality Assurance, with amendments. Among...
other changes, the amendments would extend the analytical exemption in the existing rules to small generators with a permitted wastewater flow of less than or equal to 20,000 gallons per day. See http://www.lexisnexis.com/njoal/ (43 N.J.R. 1312(a)).

NEW MEXICO

AIR

The Environmental Improvement Board amended N.M. ADMIN. CODE §20.2.74. Changes establish baseline dates for particulate matter, sulfur dioxide, and nitrogen dioxide, to add the definition of regulated new source pollutant, and alter the obligations of owners or operators of sources. The rule changes took effect June 3, 2011. See http://www.nmcrp.state.nm.us/nmregister/xxii/xxii10/20.2.74amend.htm.


HAZARDOUS & SOLID WASTE

The Environmental Improvement Board proposed to amend N.M. ADMIN. CODE §20.7.11, Liquid Waste Treatment and Disposal Fees. Changes pertain to the Board’s biannual report for New Mexico. There will be a public hearing on August 1, 2011. See http://www.nmcrp.state.nm.us/nmregister/xxii/xxii10/Environotice2.htm.

NEW YORK

CLIMATE

The Department of Environmental Conservation amended N.Y. COMP. Codes R. & Regs. tit. 6, §§200, 201, and 231, pertaining to particulate matter. The change is an emergency rule to allow the Department to comply with federal new source review rules from 2008 and 2010. See http://www.dos.state.ny.us/info/register/2011/jun15/pdfs/rules.pdf (pp. 14-21).

OKLAHOMA

WATER

The Department of Environmental Quality amended Okla. ADMIN. CODE §252:611, General Water Quality Changes, which establish fees for certifications required to be issued by the state, go into effect July 1, 2011. See http://www.oar.state.ok.us/register/Volume-28_Issue-19.htm#a272686.


OREGON

LAND USE

The Department of Forestry proposed to amend Or. ADMIN. CODE 629.035.0105 to adopt the 2011 Elliott State Forest Management Plan as an administrative rule. The last day for comment is August 1. See http://arcweb.sos.state.or.us/rules/June_2011_Bulletin.pdf (p. 9).

RHODE ISLAND

WATER

The Water Resources Board adopted Details for Regulation Water Use and Efficiency Rule for Major Public Water Suppliers. The rule establishes targets and methods for efficient water use for major public water suppliers and annual reporting requirements for major public water suppliers. The rule took effect June 14, 2011. See http://sos.ri.gov/
TENNESSEE

AIR


VIRGINIA

WATER


WASHINGTON

LAND USE

RECENT JOURNAL LITERATURE

“Recent Journal Literature” lists recently published law review and other legal periodical articles. Within subject-matter categories, entries are listed alphabetically by author or title. Articles are listed first, followed by comments, notes, symposia, surveys, and bibliographies.

For a complete list of all law review articles listed in the Journal Literature section of ELR, visit our Cumulative Law Review Bibliography at http://www.elr.info/Indexes/clrb.cfm.
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**Administrative Law**


---

**Agriculture**


---

**Climate Change**


---

**Energy**


---

**General Environmental Law**


---

**Land Use**


---

**Natural Resources/Public Lands**


---

**Water Law**
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Faced with the seemingly overwhelming prospect of global climate change and its consequences, is there anything that a person can do to make a difference? “Yes, there is!” says Jason Czarnezki, in his new book, *Everyday Environmentalism*. Writing as a lawyer and environmentalist, he addresses the small personal choices that individuals can make in order to have a positive effect on the natural world.

Czarnezki compellingly describes the historical and contemporary forces in the United States that have led to a culture of “convenience, consumerism, and consumption.” He also investigates the individual decisions that have the worst environmental impacts, along with the ecological costs of our food choices and the environmental costs of sprawl.

Aware of the importance of personal choice, *Everyday Environmentalism* offers a thoughtful consideration of how public policy can positively affect individual behavior.

*Jason J. Czarnezki* is a Professor of Law in the Environmental Law Center at Vermont Law School, home to one of the nation’s leading environmental and natural resources law and policy programs. Previously, Professor Czarnezki served as a law clerk to the Honorable D. Brock Hornby of the U.S. District Court for the District of Maine and as a law clerk for the Bureau of Legal Services at the Wisconsin Department of Natural Resources. Professor Czarnezki received his undergraduate and law degrees from the University of Chicago.
Land Use Planning and the Environment: A Casebook
By Charles M. Haar and Michael Allan Wolf

With the publication of *Land Use Planning and the Environment*, Profs. Haar (Harvard Law) and Wolf (Florida Law) have dramatically revised and updated a seminal casebook, *Land-Use Planning*, allowing them to continue charting a course that distinguishes the volume in meaningful ways from competing texts.

Designed primarily for the classroom, the book takes a pervasive approach to the teaching and learning of planning and zoning law, regulatory takings, and environmental topics. With local and state governments sharing environmental regulatory responsibilities with their federal counterparts to a much greater extent in the 2000s than ever before, *Land Use Planning and the Environment* offers a unique strategy for addressing these overlapping and, at times, conflicting administrative regimes.

Throughout the book, the authors explicitly identify and explore intersections between land-use planning law and environmental regulation. Professors, students, and law and planning practitioners with strong backgrounds and exposure to “traditional” environmental law will find these intersections a timely opportunity to examine familiar topics from a different perspective.

About the Authors:

**Charles M. Haar**, Brandeis Professor of Law, Harvard University, and visiting member, Institute for Advanced Study, Princeton, has been a leading scholar in land use planning, urban redevelopment, and environmental law for more than six decades. **Michael Allan Wolf** is the Richard E. Nelson Chair in Local Government Law at the University of Florida Levin College of Law. He is the general editor of Powell on Real Property, the leading treatise on the subject.
The most comprehensive, up-to-date guide to and analysis of the Clean Air Act (CAA) has just been published by the Environmental Law Institute. Authored by University of Utah Prof. Arnold W. Reitze, Jr., this second edition of Air Pollution Control and Climate Change Mitigation Law explains the legislative provisions, regulatory requirements, and court decisions that comprise the body of air pollution control law.

In 14 detailed chapters, with over 20,000 useful references, Professor Reitze provides a thorough, understandable guide to the legal, technical, scientific, and policy issues surrounding the CAA. No other book so thoroughly summarizes in one volume the complex yet vitally important maze of statutory provisions, regulations, and permitting requirements that characterize CAA implementation. Every aspect of air pollution control policy and law, including contemporary implementation issues and developments, is discussed in detail, and numerous practice and compliance tips are provided.

The book is designed and organized to both facilitate an understanding of the Act and its requirements and to provide guidance on methods of compliance and enforcement. The book includes completely up-to-date discussions of current controversial issues such as:

- greenhouse gas controls;
- utility emission regulation;
- the “grandfathering” of existing facilities; and
- mobile source emissions.

Arnold W. Reitze Jr. is a professor of law and a member of the Institute for Clean and Secure Energy at the University of Utah. He has had a distinguished career consulting and representing for governments and professions within a broad range of environmental law. He was formerly the J.B. and Maurice C. Shapiro Professor of Environmental Law and Director of the Environmental Law Program at George Washington University Law School.

To order, call 1-800-621-2736, or visit www.eli.org

ISBN: 978-1-58576-153-1 • 570pp • $109.95

ELI Associates receive a 15% discount.
The Art of Commenting
How to Influence Environmental Decisionmaking with Effective Comments

By Elizabeth D. Mullin

Each business day, the government presents a dizzying array of formal opportunities for public comment on environmental decisions. Although many comments are submitted, few are effective. They miss important issues and bury key points in a dense body of text written in lawyer-ese.

*The Art of Commenting* takes the reader through a logical, step-by-step approach to reviewing environmental documents and preparing comments. You’ll learn how to prepare for a review, including details on obtaining the right background materials to develop your perspective and increase your expertise.

You’ll also learn how to organize and write your comments, including specific examples of what to say, and more importantly, what not to say. *The Art of Commenting* is designed to level the playing field to help you learn the tricks of the trade that will enable you to participate as effectively as possible in the environmental decisionmaking process.

Fundamentals of Negotiation
A Guide for Environmental Professionals

By Jeffrey G. Miller and Thomas R. Colosi

Ninety-five percent of federal civil cases settle before trial, making it essential for lawyers and other professionals to sharpen their negotiating skills. Negotiating in the environmental field is especially complex, with diverse scientific, legal, economic, and political issues. *Fundamentals of Negotiation: A Guide for Environmental Professionals* outlines these techniques and shows you how to manage the negotiating process to your best advantage.
Rapanos: Searching for a Significant Nexus

Absent congressional action, can proximate causation and foreseeability principles guide the Clean Water Act’s jurisdictional process?

National Wetland Plant List
Guide to the update and new online tools

Layering Mitigation Credit Types
Examples from banks in California

Farming for Wildlife
A new way to pay farmers for conservation

“I rely on the National Wetlands Newsletter as a single, concise source for information on wetland policy, both regulatory and scientific. I wish there were similar high-quality journals that provide up-to-date information for other environmental programs. It is an outstanding resource for folks interested in wetland law and policy.”

Margaret N. Strand
Venable LLP
Washington, DC