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I. Introduction

On the first Earth Day in 1970, Sen. Edmund Muskie 
(D-Me.) called for “a total strategy to protect the total 
environment.”1 More than 50 years later, the parameters of 
a “total strategy” are at last coming into view. Environmen-
tal quality has no doubt improved, but the pace of change 
is leaving in the dust the linear strategies of the past. As 
Klaus Schwab of the World Economic Forum succinctly 
put it: “We are moving from a world in which the big eat 
the small to a world in which the fast eat the slow.”2

What constituted a strategy 15 or even 10 years ago—
analyze, plan, execute—no longer works in operating envi-
ronments that are increasingly unpredictable, fragmented, 
and characterized by high rates of technological change, 
big data, crowd communication, young industries, and an 
incessant drive for competitive advantage.3 In this world, 
the kinds of government strategy development contem-
plated by the Government Performance and Results Act,4 
or annual planning-budgeting cycles, seem both quaint 
and prescriptions for strategic failure.

The total strategy of the future needs to create a much 
more robust option space for organizations and hedge 
against uncertainties. It must build resilience and organi-
zational flexibility. It should help reduce surprises while 
guarding against organizational stagnation, not just in 
government, but in other key sectors, such as businesses, 
nongovernmental organizations (NGOs), think-tanks, 
and universities.

1. 120 Cong. Rec. S11324 (daily ed. Apr. 23, 1974) (Statement of Sen. 
Muskie), http://abacus.bates.edu/muskie-archives/ajcr/1974/Earth%20Day. 
shtml.

2. Geraldine Beddell, Slow Down, You Move Too Fast, Guardian, Feb. 3, 2001, 
https://www.theguardian.com/theobserver/2001/feb/04/featuresreview.
review1.

3. Martin Reeves et al., Your Strategy Needs a Strategy: How to 
Choose and Execute the Right Approach (2015).

4. Pub. L. No. 103-62, Aug. 3, 1993, 107 Stat. 285 (S. 20) (31 U.S.C. 
§§1115-1119).

We were once, of course, without any strategy at all. 
On the first Earth Day, we were feeling the consequences. 
The Cuyahoga River in Ohio caught fire in 1969 (for the 
13th time since 1868), and air quality in many metropoli-
tan areas was orders of magnitude worse than today’s stan-
dards. Laws were passed to fill the void, and the rule of law 
emerged as our primary strategy.

Laws passed in the 1960s and throughout the 1970s, 
like the Clean Air Act (CAA),5 Clean Water Act (CWA),6 
Toxic Substances Control Act (TSCA),7 and Resource 
Conservation and Recovery Act (RCRA),8 provided a legal 
basis for actions based on a clear bifurcation of actors—
industry and government. In the words of Yale political 
scientist David Mayhew, the real story of this period “is the 
prominent, continuous lawmaking surge that lasted from 
late 1963 through 1975 or 1976.”9 Command-and-control 
regulations provided an externally mandated, top-down 
approach well-suited to the hierarchical social and orga-
nizational structures prevalent at the time, and to address-
ing the discrete and massive end-of-pipe pollution problem 
that then loomed large and obvious.

Tough government enforcement, effective public edu-
cation about pollution, and the introspection invited by 
transparency mechanisms like the Toxics Release Inven-
tory ushered in a new phenomenon in environmental 
behavior.10 In the early 1990s, as a new generation of envi-
ronmentally sensitive leaders came of age, environmen-
tal norms began to be internalized by, and enculturated 
within, businesses. This trend was furthered by voluntary 
initiatives relying on market/price mechanisms and some 

5. 42 U.S.C. §§7401-7671q; ELR Stat. CAA §§101-618.
6. 33 U.S.C. §§1251-1387; ELR Stat. FWPCA §§101-607.
7. 15 U.S.C. §§2601-2692; ELR Stat. TSCA §§2-412.
8. 42 U.S.C. §§6901-6992k; ELR Stat. RCRA §§1001-11011.
9. David R. Mayhew, Parties and Policies: How the American Govern-

ment Works (2008).
10. U.S. Environmental Protection Agency, Toxics Release Inventory (TRI) Pro-

gram, https://www.epa.gov/toxics-release-inventory-tri-program (last up-
dated June 27, 2018).
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clever “carrot-and-stick” maneuvers by the U.S. Environ-
mental Protection Agency (EPA).

An early signal of this shift was EPA’s 33/50 Program, 
launched in early 1991 to reduce the release of 17 high-
priority chemicals by 33% by the end of 1992 and by 50% 
by the end of 1995, with the aim of demonstrating that 
voluntary programs could bring about pollution reduc-
tions faster than command-and-control regulations. It 
actually worked beyond most expectations, and, together 
with EPA’s audit policy that incentivized the establish-
ment of an internal compliance management system, 
helped birth a new era in which “private environmental 
governance”11 moved environmental objectives inside the 
walls of business and within supply chains and began to 
significantly multiply the number of leverage points for 
environmental improvement.

Environmental goal-setting within firms often 
depended on high-level buy-in from chief executive offi-
cers, and was increasingly validated through external 
stakeholders such as environmental NGOs or interna-
tional standard-setting bodies such as the International 
Organization for Standardization. Essentially, environ-
mental governance became internalized. In 1995, the 
World Business Council for Sustainable Development 
was founded, beginning a movement of corporations that 
supported collective goal-setting focused on shared objec-
tives. This integration of environmental and social norms 
into business operating procedures has become increas-
ingly commonplace, even generating new financial struc-
tures, like public benefit corporations.12

The 1990s represented a critical turning point for a num-
ber of other reasons: the emergence of what the Organiza-
tion for Economic Cooperation and Development called 
knowledge-based economies, and the creation of the world-
wide web, which facilitated knowledge sharing through a 
connected, global network. As the knowledge intensity of 
our economy grew, some researchers pointed out that “nei-
ther market or hierarchy, nor any combination of the two, 
is particularly well suited to the challenges of the knowl-
edge economy.”13

The shift to a knowledge-based economy built on net-
works coincided with an increasing awareness that the 
environmental threat structure was changing. A 2002 EPA 

11. On private environmental governance, see, for instance, Michael P. Vanden-
bergh, Private Environmental Governance, 99 Cornell L. Rev. 129 (2013).

12. “Public benefit corporation” is a new class of corporation that allows com-
panies to pursue profit as well as a strong social and environmental mission. 
See Kyle Westaway, California Creates New Corporation Types That Reward 
Doing Good (FAQ), Venture Beat, Oct. 11, 2011, https://venturebeat.
com/2011/10/11/benefit-corporations-californi/. Today, there are more 
than 4,000 public benefit corporations across the United States, which 
include the crowdfunding sites Kickstarter, Patagonia, Warby Parker, and 
increasing numbers of startups.

13. Paul S. Adler, Market, Hierarchy, and Trust: The Knowledge Economy and 
the Future of Capitalism, 12 Org. Sci. 215 (2001), available at https://doi.
org/10.1287/orsc.12.2.215.10117.

report noted, “We are about to enter a new era of environ-
mental protection . . . [requiring] tools and technologies 
that help us deal with countless small businesses, farms, 
homes, cars and other non-point/area and mobile sources 
of pollution.”14

Looking forward, the networked, knowledge economy 
will continue to expand—Wikibon estimates that data 
production will be 44 times greater in 2020 than it was in 
2009. Yuval Harari discusses the implications of this data 
deluge in his book Homo Deus: “As both the volume and 
speed of data increase, venerable institutions like elections, 
political parties and parliaments may become obsolete—
not because they are unethical, but because they cannot 
process data efficiently enough.”15 The next big challenge 
for the environmental movement is to drive social and 
environmental norms into data-intensive networks—net-
works of things, people, and algorithms.

There are currently 1.1 billion machine-to-machine 
(M2M) connections worldwide,16 and of those, 521 million 
are cellular M2M connections as of 2017. It is predicted 
that there will be 2.6 billion total M2M connections by 
2020, and that 980 million of them will be cellular con-
nections.17 This so-called Internet of Things (IoT) provides 
a ready platform for enhancing and integrating sensing and 
control opportunities in ways that promise to increase our 
environmental understanding and reduce our individual 
and collective environmental impacts if IoT-based systems 
are effectively designed, deployed, and managed.

Linked to many of these devices are networks of people 
who have increasingly mobilized around environmental 
issues. There are presently more than 20,000 volunteers 
throughout the United States that collect real-time data on 
rain, hail, and snow, and 1,600 volunteer groups engaged 
in water quality monitoring. In 2016, BioBlitzes across 
the United States in our national parks tapped into online 

14. Local Government Advisory Committee, U.S. EPA, Tools and Tech-
nologies for Environmental Decision Makers in the 21st Century 
(2002), available at https://archive.epa.gov/ocir/scas_lgac/pdf/toolstech.
pdf. This observation is similar to how military analysts saw the emerging 
threat structure: “Threats are likely to be more diffuse, dispersed, nonlinear, 
and multidimensional than were industrial-age threats . . . the protagonists 
will become widely dispersed and more decentralized than ever before.” 
These two views of a post-industrial, networked world may ultimately re-
quire a convergence of governance strategies. For example, the recent ap-
pearance of a powerful, inexpensive, and distributed biotechnology produc-
tion infrastructure creates challenges for both biosafety and biosecurity (for 
EPA and the Federal Bureau of Investigation; for domestic and international 
agencies). Drones present a similar set of opportunities and threats, as does 
3-D printing. Environmental protection may need the same type of net-
centric, strategic thinking that the military has adopted in response to the 
digital revolution.

15. Yuval Harari, Homo Deus: A Brief History of Tomorrow 378 (2016). 
Harari makes the further point that “[h]umans are relinquishing authority 
to the free market, to crowd wisdom and to external algorithms partly be-
cause we cannot deal with the deluge of data.” Id. at 402.

16. Statista, Number of Machine-to-Machine (M2M) Connections Worldwide 
From 2014 to 2021 (in Billions), https://www.statista.com/statistics/487280/
global-m2m-connections/ (last visited July 2, 2018).

17. Id.
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communities to mobilize 80,000 volunteers to monitor 
and map species. Researchers at the University of Wash-
ington estimate that the in-kind contributions of 1.3 to 2.3 
million citizen science volunteers to biodiversity research 
have an economic value of up to $2.5 billion per year.18 
Though citizens have engaged in science for decades, or 
centuries, this explosion of activities over the past few years 
has been driven by the networked connectivity of mobile 
devices with increasingly sophisticated capabilities, such 
as high-resolution cameras and geolocation through the 
Global Positioning System (GPS), and the rapid growth of 
low-cost sensor technologies as add-ons.19

Many challenges remain, such as how to interface net-
works of humans and machines with each other and with 
our legacy systems used to collect environmental informa-
tion, but the expanding human-machine system built on 
cheap computing and networking opens new opportuni-
ties for environmental science and management.

Finally, there is the world of algorithms, which author 
Franklin Foer has termed as “a novel problem for our 
democracy.”20 The recent discovery of emissions-defeat 
software in motor vehicles stands as testament that chang-
ing a few lines of code can cause major compliance prob-
lems, with serious downstream environmental and public 
health implications.21 As venture capital investor Marc 
Andreessen once noted, “Software is eating the world.”

Increasingly, environmental decisionmaking will be 
internalized in software in ways that allow for automated 
self-correction, and such software will become smarter and 
less dependent on humans to learn and advance (using 
so-called machine learning, or artificial intelligence (AI)). 
Early indications of the reach of AI in this regard can be 
seen in internal applications by AI pioneers. For instance, 
Google is using its machine-learning capacity—Deep-
Mind—to reduce the energy consumption of its server 
farms.22 It is easy to imagine, by extension, AI-based sys-
tems for monitoring and self-correcting all manner of envi-
ronmental emission scenarios.

An illustration of this potential is the sensor network 
that is being used to monitor snowpack in the Sierra 
Nevada mountains and provide water volume predictions 
that then determine hydroelectric dam operation, as well 
as how water is distributed for irrigation, flood control, 
and so on. There is an AI dimension to this, in that the 
system is getting smarter and more refined and instruc-

18. Data from Elizabeth Tyson & David Rejeski, The Future of Federal 
Citizen Science and Crowdsourcing (2016).

19. Beth Baker, Frontiers of Citizen Science, 66 BioSci. 921 (2016).
20. Franklin Foer, A World Without Mind: The Existential Threat of 

Big Tech (2017).
21. Guillaume P. Chossière et al., Public Health Impacts of Excess NOx Emis-

sions From Volkswagen Diesel Passenger Vehicles in Germany, 12 Envtl. 
Res. Letters 034014 (2017), available at http://iopscience.iop.org/
article/10.1088/1748-9326/aa5987/pdf.

22. Google, Environmental Report (2016), https://environment.google/
projects/environmental-report-2016/. The application of machine learning 
brought about a 40% reduction in energy for cooling and a 15% reduction 
in overall energy use in test data centers.

tive as it collects more data.23 A challenge that will track 
this accelerating capacity is how to proactively ensure the 
transparency and accountability of algorithmic-based, 
environmental decisionmaking. Added to these advances 
in AI are the potential impacts of “blockchain,” a rapidly 
advancing technology that can support distributed ledgers 
and smart contracts and potentially improve our ability to 
track everything from emissions, to genetic resources, to 
products in supply chains.24

II. A New Ecosystem of Drivers

Considered together, the shifts described above create 
new challenges, but also point to an emerging ecosystem 
of drivers that promise to shape environmental behavior 
and performance in ways that can improve environmental 
quality around the planet. As with natural ecosystems, ele-
ments within this system are interrelated, but each has its 
own life and vitality. Figure 1 below plots these spaces out 
along two axes, one focused on the proximity of the driver 
(external to internal), and the other on the type of domi-
nant organizational form, from hierarchies (top-down) to 
networks (bottom-up). Notionally, we might call these 
quadrants law, reputation, technology, and communities.25

Figure 1. Ecosystem of Drivers

This diagram’s vertical axis reflects that some of the 
drivers are top-down in operation, while some are bottom-
up. The horizontal axis reflects that some drivers are exter-
nally induced, while others are internally driven. Each of 
the quadrants in this diagram attempts to describe both a 
driver and a system that emerges from that driver.

23. Ziran Zhang et al., Technical Report: The Design and Evaluation of a Basin-
Scale Wireless Sensor Network for Mountain Hydrology, 53 Water Resources 
Res. 4487 (2017), available at https://agupubs.onlinelibrary.wiley.com/doi/
abs/10.1002/2016WR019619.

24. David Rejeski & Lovinia Reynolds, Blockchain Salvation, Envtl. F., July/
Aug. 2018, at 46.

25. Experience has shown that there are advantages in developing clever 
names for scenarios, which become “sticky” and speed understand-
ing and adaption by organizations. See Charles Roxburgh, The Use and 
Abuse of Scenarios, McKinsey & Co., Nov. 2009, https://www.mckinsey. 
com/business-functions/strategy-and-corporate-finance/our-insights/the- 
use-and-abuse-of-scenarios.
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People who have worked with scenario planning know 
there are dangers inherent in representing the world using 
two axes. Our goal here is simply to provide a jumping-off 
point for exploring multiple futures and solutions spaces 
that can capture some of the subtleties of change, without 
overdue complexity, and also shine a light on the advan-
tages and disadvantages inherent in different approaches. 
For instance, top-down systems can suffer from bureau-
cratic distance from an issue, lack of ownership and buy-in, 
variable leadership, and political disruptions, while bot-
tom-up efforts can struggle with focus, consensus failure, 
and a lack of skills needed to properly identify and address 
environmental problems.26

A few clarifying thoughts about the quadrants. Working 
counterclockwise, the driver in Quadrant 1 is law and the 
resulting system is traditional government action—varia-
tions of command-and-control. In Quadrant 2, the driver 
is risk management, and the system is private environmen-
tal governance that aims to manage and reduce that risk. 
In Quadrant 3, the driver is technology, and the system is 
autonomous monitoring and correction systems. In Quad-
rant 4, the driver is community engagement—in particu-
lar online communities—and the system is big data-based 
community platforms for sharing those data and the stories 
that they tell. As data volume increases, these systems will 
operate at light speed and create a data-rich pressure cooker 
for corrective response.

These quadrants are, of course, interactive and cross-
influential. For example, data-based community pressure 
can influence both private and public governance behav-
iors and approaches. Autonomous systems should reduce 
the need for public or private governance interventions. 
And effective private governance measures should, in the-
ory, reduce the need for government response.

All of these drivers will remain important parts of the 
equation, although their proportions may shift over time. 
So, for example, there will always be a need for public gov-
ernance, but the public governance contribution may well 
grow smaller over time as the need for government inter-
vention decreases by virtue of the other drivers.

The most evolved of these systems are the hierarchi-
cal systems—Quadrants 1 and 2. Quadrants 3 and 4 
are emerging and are not without challenges. Regarding 
Quadrant 3, as noted, the recent problems with motor 
vehicle emissions control systems demonstrate that autono-
mous systems are only as good as the algorithms embedded 
within them. How will we ensure quality control in the 
software that guides these systems? Who is to manage or 
oversee that? These are important questions.

And Quadrant 4—this idea of environmental big data 
and community platforms—presents even bigger chal-
lenges, ranging from accuracy of the data generated from 
low-cost sensors, to impacts on privacy, to the potential for 
data to be mischaracterized or misinterpreted, to the use of 

26. Marena Brinkhurst et al., Achieving Campus Sustainability: Top-Down, Bot-
tom-Up, or Neither?, 12 Int’l J. Sustainability Higher Educ. 338 (2011), 
available at https://doi.org/10.1108/14676371111168269.

data as a tactical weapon for political or market advantage. 
There are big challenges in this space, but the data tsunami 
is visible on the horizon and is coming. Leadership will be 
needed to normalize this space so that it emerges as a con-
structive part of the environmental protection enterprise 
rather than a relentless third rail.

Solutions can occur within any of these quadrants, but 
the circle in the middle of the diagram intends to suggest 
that the closer solutions are to the point of quadrant inter-
section, the more complete and durable they promise to be.

It is important to note that each of these quadrants 
moves at a different tempo, or what some observers have 
called clockspeed—the time required to change products, 
processes, and organizational behaviors.27 Legislation can 
take decades to create and later modify to deal with emerg-
ing social and technological realities. The CAA first passed 
in 1963, was amended in 1970 to address mobile sources, 
and again 20 years later to deal with emerging issues of 
ozone, acid rain, and toxic air pollutants. Given the exist-
ing gridlock in government, it is doubtful whether public 
policies can begin to keep pace with or address the environ-
mental impacts of rapidly advancing technologies.

This so-called pacing problem is well-known and can 
lead to a widening gap between emerging technologies and 
legal oversight.28 Businesses are faster to adapt, but may 
still lag behind individuals or technological systems that 
are purposefully designed to incorporate environmental 
goal-seeking and ensure compliance through the use of 
embedded intelligence. Figure 2 below notionally reflects 
the clockspeeds of various sectors or actors that might be 
leveraged as part of a broader change strategy.

Figure 2. Clockspeed of Sectors/Actors

Source: DELOITTE, EXPONENTIAL TECHNOLOGIES IN MANUFACTURING 
16 fig. 9 (2018), available at https://www2.deloitte.com/us/en/
pages/manufacturing/articles/advanced-manufacturing-technolo-
gies-report.html.

III. Conclusion

Today, the number of strategies that can be brought to bear 
on existing and emerging environmental challenges is far 

27. Charles Fine, Clockspeed: Winning Industry Control in the Age of 
Temporary Advantage (1998).

28. The Growing Gap Between Emerging Technologies and Legal-Eth-
ical Oversight (Gary E. Marchant et al. eds., Springer 2011).
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greater than any time in our history, especially when we 
think about the synergies between drivers. For instance, 
our regulatory system under statutes like the CWA is 
already amenable to the use of citizen-generated data. How 
do we make more use of that potential? Can citizens be 
mobilized to fill data gaps? How can the voluntary com-
mitments by companies be further internalized into algo-
rithms that drive energy and environmental decisions in 
facilities and supply chains? How can law-based systems 
anticipate and prevent software tampering and manipula-
tion? And, on the flip side, how do we embed environmen-
tal norms into software design going forward?

More broadly, we face questions that harken back 
more than 50 years ago to the long-forgotten Ash Coun-
cil. The council, which was tasked with recommend-
ing to then-President Richard Nixon an organizational 
structure for environmental protection, observed at that 
time that “[o]ur National Government is neither struc-
tured nor oriented to sustain a well-articulated attack on 
the practices which debase the air we breathe, the water we 

drink and the land that grows our food. Indeed, the pres-
ent departmental structure for dealing with environmental 
protection defies effective and concerted action.”29 This is 
perhaps an “Ash II” moment, calling into question whether 
existing structures and modalities are equipped to contend 
with, enable, harness, and lead the change that is upon us.

How should we organize the environmental protection 
enterprise today, and into the future, in view of the new 
ecosystem of drivers? The danger is that we try to execute 
on variations of old business models, when we need to step 
back, identify, and embrace new ones. This will require 
transformational leadership, which is in short supply.30 It 
will also require an experimental mind-set, perhaps run-
ning many small experiments, failing fast if needed, and 
learning from failure—an agile and adaptive development 
approach done with partners in both the public and pri-
vate sectors.31 It is unclear who will take this on, but it 
might be the biggest challenge of all in shaping our envi-
ronmental future.

29. Memorandum From Roy L. Ash et al., President’s Advisory Council on 
Executive Organization, to the U.S. President on Federal Organization for 
Environmental Protection (Apr. 29, 1970).

30. The challenges of environmental leadership are described in Joanna B. Ci-
ulla, Environmental Leadership in Government, in Environmentalism and 
the Technologies of Tomorrow: Shaping the Next Industrial Revo-
lution (Robert Olson & David Rejeski eds., Island Press 2005).

31. See Steve Blank, Why the Lean Start-Up Changes Everything, Harv. Bus. 
Rev., May 2013, available at https://hbr.org/2013/05/why-the-lean-start- 
up-changes-everything.
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